
(GLk × Sn)-MODULES OF MULTIVARIATE DIAGONAL HARMONICS.

F. BERGERON

Abstract. This is the first in a series of papers in which we describe explicit structural
properties of spaces of diagonal rectangular harmonic polynomials in k sets of n variables,
both as GLk-modules and Sn-modules, as well as some of there relations to areas such as
Algebraic Combinatorics, Representation Theory, Algebraic Geometry, Knot Theory, and
Theoretical Physics. Our global aim is to develop a unifying point of view for several areas of
research of the last two decades having to do with Macdonald Polynomials Operator Theory,
Diagonal Coinvariant Spaces, Rectangular-Catalan Combinatorics, the Delta-Conjecture,
Hilbert Scheme of Points in the Plane, Khovanov-Rozansky Homology of (m,n)-Torus links,
etc.
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1. Introduction

Initiated at the beginning of the 1990s, the work of Garsia and Haiman [15] relating to
Macdonald polynomials sparked a strong and long-lasting interest in modules of “diagonal
harmonic polynomials” in two sets of variables, whose overall dimension is (n + 1)n−1.
Links to parking functions on the combinatorial side, and Hilbert Schemes of points in the
plane [18, 19] on the Algebraic Geometry one, were soon established. These links have
become much better understood in recent years. Since its inception, this line of inquiry
has opened many fruitful areas of research, including recent ties with Khovanov-Rozansky
homology of (m,n)-torus links (see [16, 22, 23, 24, 31]), and ties to the study of super-spaces
of Bosons-Fermions. A significant part of this story involves a formula for the (bi)graded
character of the above-mentioned modules in the form ∇(en), where ∇ is an operator1 having
the (combinatorial) Macdonald symmetric functions as joint eigenfunctions, here applied to
the degree n elementary symmetric function en. This operator has many interesting properties
on its own, and several important questions about it are still being actively investigated
(see [4, 23, 25]).

Our aim in this paper is to describe several new structural properties of the (GLk × Sn)-
module= of k-variate diagonal harmonic polynomials2, here denoted by E

〈k〉
n , which specialize

at k = 2 to the module of diagonal harmonic polynomials of Garsia and Haiman. As discussed
in [5], there is a filtration of Sn-module (over the field Q)

Q = E〈0〉n ⊂ E〈1〉n ⊂ E〈2〉n ⊂ · · ·E〈k〉mn ⊂ · · · (1.1)

which stabilizes3 when k becomes large enough. The first non-trivial term (i.e. when k = 1)
of this filtration plays a crucial role in several subjects, up to some natural isomorphism. Two
striking cases are the cohomology ring of the full flag manifold, and the coinvariant space of
the symmetric group Sn. Both are well-known subjects going back to the 1950s (see [27]).
This module E

〈1〉
n carries a graded version of the regular representation of Sn, and it may

simply be described as the linear span of all derivatives (to all orders) of the Vandermonde
determinant in the variables x:

V (x) :=
∏
i<j

(xi − xj). (1.2)

Among the several interesting basis of E〈1〉n , maybe the simplest is

{∂xdV (x) | d = (d1, . . . , dn) ∈ N, such that 0 ≤ dk ≤ k − 1}, (1.3)

where

∂xd :=
∂d1

∂xd11
· · · ∂

dn

∂xdnn
.

This basis highlights that the overall dimension of E〈1〉n is indeed n!, and that its graded
dimension is the q-analogue of n!. The graded irreducible decomposition of E〈1〉n as a Sn-
module is entirely encoded in terms of the Macdonald polynomial Hn(q; z), with z = z1, z2, . . .

1Introduced in [7]. See Appendix 6 for more on this operator.
2Previously discribed in [5]
3In a manner that will be explained further along.
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(discussed further in the sequel). Many intriguing properties of this module could certainly
be expanded upon, but let us directly skip to the next case with no further ado.

The work of Garsia-Haiman, on the case k = 2, is seminal in this whole line of investigation.
The corresponding space, denoted by E

〈2〉
n , may be obtained from E

〈1〉
n by further closing with

respect to higher polarization operators:
∑n

i=1 y
j
i
∂
∂yi

, for any j ≥ 1 (as well as similar
operators obtained by exchanging the role of x and y). Since the early 1990s, many new
lines of investigation have been added to their original framework. Noteworthy among recent
developments are the successive4 appearance: first of “rational”, and then of “rectangular”
Catalan combinatorics (see [1, 2, 3, 4]); as well as interesting ties between these combinatorial
settings and the elliptic Hall algebra, introduced by Burban-Schiffmann (see [12]). This
last context offers a broad extension to the spectrum of operators first considered in [8],
particularly those that appear in Theorem 4.4 therein.

In parallel, an explicit study of E〈3〉n (obtained by closing E
〈2〉
n with respect to polarization

operators involving a third set of variables) was started about 10 years ago. Most fundamental
questions about it remain open, but its study has suggested new (hard to prove) combinatorial
identities linked to the Tamari Lattice as discussed in [9, 10]. The general k-framework is also
considered in a previous paper [5], where some broad properties of the modules of k-variate
diagonal coinvariant (for any finite complex reflection groups) were established, with the
main result as follows. Considering the inductive limit

En := lim
k→∞

E〈k〉n , (1.4)

as a GL∞ × Sn-module (with commuting actions), an its decomposition into irreducibles:

En =
⊕
µ`n

⊕
λ

(Wλ ⊗ Vµ)⊕cλ,µ , (1.5)

with the {Wλ}λ’s representatives of polynomial irreducible representations of GL∞, and
the {Wλ}λ’s representatives of irreducible representations of Sn; it is shown in [5] that the
partitions λ’s, for which the multiplicities cλ,µ do not vanish, have at most n− 1 parts and
are of size (sum of parts) at most

(
n
2

)
. The “character” of this stable limit will be written in

the form

En =
∑
µ`n

∑
λ

cλ,µsλ ⊗ sµ, (1.6)

with the Schur functions sλ’s characters of irreducible polynomial representations of GL∞,
and he Schur functions sµ Frobenius transforms of irreducible Sn-representations. Since the
action of GL∞ on En commutes with that of Sn, each Sn-isotypic components of type µ
affords the structure of a GL∞-module. Let us denote by cµ this Sn-isotypic component. Its
character is

cµ =
∑
λ

cλµ sλ,

4The rational case is the coprime special case of the more general rectangular m× n case.
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which is simply the coefficient of sµ(z) in En(q; z). The character of E〈k〉n is simply obtained
as the evaluation:

En(q; z) =
∑
µ`n

cµ(q)sµ(z), (1.7)

in k parameters q = q1, . . . , qk (thus k is specified), and formal variables z = (zi)i∈N. In
particular,

En(q; z) =
hn[z/(1− q)]
hn[1/(1− q)]

, and En(q, t; z) = ∇(en)(q, t; z). (1.8)

More aspects of this will be discussed below.

A crucial missing part in our previous work on the general case was an explicit description
of the irreducible decomposition of En (the values of the cλ,µ). We are currently going to
describe large portions of this decomposition, characterized by a strikingly small set of
data. This involves a precise and explicit link between various Sn-isotypic components of the
modules under study, established in part via Vertex Operators (see [32]). We also explain how
this may be extended to all shapes µ having at most two parts larger than 1. A surprising
corollary of Identity (2.8) is that we can reconstruct the alternating component of En from
the only knowledge of (hook-shape components) of the module E

〈k〉
n , with k = bn−1

2
c (rather

than having to calculate up to k = n− 1).

Many seemingly independent aspects of the theory for k = 2 are nicely explained and tied
together via general properties of the En and their decomposition into irreducible components.
As we will see most of these ties cannot be explained if one stays in the restricted context of
k = 2; it is only by going to the general stable framework that the simplicity of the underlying
structure is revealed. In particular, we establish a surprising connection with the “Delta
operators” ∆ek (see [8]), which generalize the ∇ operator, shedding new light on an open
conjecture of Haglund-Remmel-Wilson (see [17]). Indeed, one of our main conjecture states
that

Conjecture 1 (Delta-via-Skewing). For 0 ≤ j ≤ n− 1, we have

((e⊥j ⊗ Id)En)(q, t; z) = ∆′en−1−j
en(z). (1.9)

As we will see, this suggest how to construct modules corresponding to the ∆′eken. Moreover,
there is a natural local version of this conjecture that arises in conjunction with the introduc-
tion of multivariate extensions of LLT-polynomials. This also establishes a connection with
the "Superspace" of Bosons-Fermions.

For those that are either new to this subject, use different notation conventions, or work
with other tools, we have taken care to give many explicit values; some appear in the text as
such, and others are presented in the Appendix. Some background material may be fond
in [4].
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2. Explicit expressions

Even before describing the actual underlying modules, it seems best to start by giving a
list of explicit values of En’s, for small values of n. In our experience, this seems to be the
best way to start understanding what this is all about. For n ≤ 5, we have:

E0 = 1⊗ 1,

E1 = 1⊗ s1,
E2 = 1⊗ s2 + s1 ⊗ s11,
E3 = 1⊗ s3 + (s1 + s2)⊗ s21 + (s11 + s3)⊗ s111,
E4 = 1⊗ s4 + (s1 + s2 + s3)⊗ s31 + (s21 + s2 + s4)⊗ s22

+ (s11 + s21 + s31 + s3 + s4 + s5)⊗ s211 + (s111 + s31 + s41 + s6)⊗ s1111,
E5 = 1⊗ s5 + (s1 + s2 + s3 + s4)⊗ s41

+ (s22 + s21 + s31 + s41 + s2 + s3 + s4 + s5 + s6)⊗ s32
+ (s32 + s11 + s21 + 2s31 + s41 + s51 + s3 + s4 + 2s5 + s6 + s7)⊗ s311
+ (s211 + s311 + s22 + s32 + s42

+ s21 + s31 + 2s41 + 2s51 + s61 + s4 + s5 + s6 + s7 + s8)⊗ s221
+ (s111 + s211 + s311 + s411 + s33 + s32 + s42 + s52

+ s31 + 2s41 + 2s51 + 2s61 + s6 + s7 + s71 + s8 + s9)⊗ s2111
+ (s1111 + s311 + s411 + s511

+ s43 + s42 + s62 + s61 + s71 + s81 + s(10))⊗ s11111.

We may consider as a formal Schur⊗ Schur expansions of ∇(en) the restriction of the above
expressions to the λ’s that have at most 2 parts; and then write more simply

En = ∇(en), for 0 ≤ n ≤ 3,

E4 = ∇(e4) + s111 ⊗ s1111,
E5 = ∇(e5) + (s211 + s311)⊗ s221

+ (s111 + s211 + s311 + s411)⊗ s2111
+ (s1111 + s311 + s411 + s511)⊗ s11111.

In particular, this allows us to express E6 in a reasonably compact manner as:
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E6 = ∇(e6) + (s221 + s411)⊗ s33
+ (s221 + 2s321 + s421 + s211 + 2s311 + 2s411 + 2s511 + s611)⊗ s321
+ (s331 + s321 + s421 + s521 + s111 + s211 + 2s311 + 2s411

+ 2s511 + s611 + s711)⊗ s3111
+ (s3111 + s331 + s221 + s321 + s421 + s521 + s311 + s411

+ 2s511 + s611 + s711)⊗ s222
+ (s2111 + s3111 + s4111 + s331 + s431 + s221 + 2s321 + 3s421 + 2s521 + s621

+ s211 + s311 + 3s411 + 3s511 + 4s611 + 2s711 + s811)⊗ s2211
+ (s1111 + s2111 + s3111 + s4111 + s5111 + s331 + 2s431 + s531

+ s321 + 2s421 + 2s521 + 2s621 + s721 + s311 + 2s411

+ 3s511 + 3s611 + 3s711 + 2s811 + s911)⊗ s21111
+ (s11111 + s3111 + s4111 + s5111 + s6111 + s441 + s431

+ s531 + s631 + s421 + s521 + s621 + s721 + s821

+ s611 + s711 + 2s811 + s911 + s(10,1,1))⊗ s111111.

2.1. Numerical Specializations. Using the well-known evaluation

sµ(k) = sµ(1, 1, . . . , 1︸ ︷︷ ︸
k copies

, 0, . . .) =
∏

(i,j)∈µ

k + (j − i)
h(i, j)

, (2.1)

where (i, j) runs over the set of cells of µ, and h(i, j) stands for the associated hook length,
we get a polynomial expression

En(k; z) := En(1, 1, . . . , 1︸ ︷︷ ︸
k copies

, 0, . . . ; z), (2.2)

in the variable k. For instance,

E2(k; z) = k s11(z) + s2(z),

and

E3(k; z) =

((
k

3

)
+ 3

(
k

2

)
+ k

)
s111(z) +

((
k

2

)
+ 2 k

)
s21(z) + s3(z).

Since it corresponds to the alternating component of En, it is natural to denote by An the
coefficient of s1n in En. In terms of the classical Hall scalar product on symmetric functions,
it is then natural to set

dimE〈k〉n := 〈En(k; z), p1(z)n〉, and dimA〈k〉n := 〈En(k; z), en(z)〉.

In view of earlier discussion, one sees that the symmetric function En(k; z) arises as the
Frobenius characteristic of the Sn-module E

〈k〉
n . When k = 1, this module is the regular

representation of Sn, for which one has the classical formula

En(1; z) = e1(z)n =
∑
µ`n

fµ sµ(z), (2.3)
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with fµ denoting the number of standard Young tableaux of shape µ, which may be calculate
using the hook-length formula. For k = 2, we also get a “well-known” formula (see for
instance [28]) here expressed both in compact form, using plethystic notation (see Appendix),
and in extenso as:

En(2; z) =
1

n+ 1
en[(n+ 1) z] =

∑
µ`n

(−1)n−`(µ)(n+ 1)`(µ)−1z−1µ pµ(z). (2.4)

For k = 3 the following formula is conjectured to hold (see [9])

En(3; z) =
∑
µ`n

(−1)n−`(µ)(n+ 1)`(µ)−2 z−1µ pµ(z)
∏
k∈µ

(
2 k

k

)
. (2.5)

No similar nice formula is known for larger values of k.Clearly, Formula (2.4) implies that

dim E〈2〉n = (n+ 1)n−1, and dim A〈2〉n =
1

n+ 1

(
2n

n

)
; (2.6)

and Formula (2.5) implies

dim E〈3〉n = 2n(n+ 1)n−1, and dim A〈3〉n =
2

n(n+ 1)

(
4n+ 1

n− 1

)
. (2.7)

Up to now, no formulas is known for dimE
〈k〉
n or dimA

〈k〉
n , when k ≥ 4 (however, see [10]).

However, the stableness of (1.1) (discussed in the sequel) implies that the dimension of E〈k〉n
(and A

〈k〉
n ) is polynomial in k, for each pair n. For instance, we have the following positive

integer linear combinations of binomial coefficient polynomials

dim E
〈k〉
2 = k + 1,

dim A
〈k〉
2 = k;

dim E
〈k〉
3 =

(
k
3

)
+ 5

(
k
2

)
+ 5 k + 1,

dim A
〈k〉
3 =

(
k
3

)
+ 3

(
k
2

)
+ k;

dim E
〈k〉
4 =

(
k
6

)
+ 12

(
k
5

)
+ 51

(
k
4

)
+ 96

(
k
3

)
+ 78

(
k
2

)
+ 23 k + 1,

dim A
〈k〉
4 =

(
k
6

)
+ 9

(
k
5

)
+ 25

(
k
4

)
+ 29

(
k
3

)
+ 12

(
k
2

)
+ k.

It would be nice to have an explicit combinatorial understanding of these expressions in
general.

2.2. Main results-conjectures. Considering the “scalar product” such that 〈f⊗sν , sµ〉 = f ,
so that 〈En, sµ〉 is the coefficient of sµ in En, we may express our first main “fact” as follows:

Conjecture 2 (Hook-Components). For all n and all 0 ≤ k ≤ n− 1, if µ is the hook shape
(k + 1, 1n−k−1), then we have the identity

e⊥kAn = 〈En, sµ〉. (2.8)

In particular, e⊥n−1An = 1.
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One of the interesting implication of (2.8), together with Conjecture.3 below, is that we
can reconstruct An from (very) partial knowledge of the values of the 〈En, sµ〉. To see how
this goes, let us first state the following conjecture, defining the length `(f) of a symmetric
function f , to be the maximum number of parts `(λ) in a partition λ that index a Schur
function sλ occurring with non-zero coefficient aλ in its Schur expansion f =

∑
λ aλfλ. In

formula:
`(f) = max

aλ 6=0
`(λ).

Conjecture 3 (Coefficient-Length). For all partition µ of n, we have `(〈En, sµ〉) = n−µ1. In
particular, (n−k−1) is the length of the coefficient of sµ, for the hook-shape µ = (k+1, 1n−k−1).

For k = n− 1, this is compatible with Theorem 2 which implies that

An = s1n−1 + (lower length terms),

so that An is indeed of length n − 1. As another example, the length of 〈En, s(n−1,1)〉 is
conjectured to be equal to 1, so that we get

〈En, s(n−1,1)〉 = 〈∇(en), s(n−1,1)〉 = s1 + s2 + . . .+ sn−1, (2.9)

since the second equality is well known.

2.3. An-reconstruction. Let us illustrate how, assuming the Coefficient-Length Conjecture,
we may reconstruct An. We already know that in general An = s1n−1 + (lower length terms),
so that e⊥n−2An = s1 + (other length 1 terms). In fact, from (2.9), we also get for all n that

e⊥n−2An = s1 + s2 + . . .+ sn−1,

which forces

An = s1n−1 +
n∑
k=3

s(k,1n−3) + (terms of length < n− 2). (2.10)

Likewise, all terms of length n− 3 of An are imposed by the identity

e⊥n−3An = 〈En, sn−2,1,1〉 = 〈∇(en), sn−2,1,1〉, (2.11)

which results from the assumption that 〈En, sn−2,1,1〉 is of length 2, hence it value is entirely
determined by ∇(en). For instance, with n = 6, this gives

A6 = s11111 + s3111 + s4111 + s5111 + s6111

+ s441 + s431 + s531 + s631 + s421 + s521 + s621 + s721 + s821

+ s611 + s711 + 2s811 + s911 + s10.11 + (terms of length ≤ 2).

The remaining missing terms are thus readily calculated since they correspond exactly to the
Schur expansion of 〈∇(e6), e6〉, which we give below for completeness sake.

〈∇(e6), e6〉 = s44 + s64 + s74 + s63 + s73 + s83 + s93 + s72 + s82 + s92 + s10.2 + s11.2

+ s10.1 + s11.1 + s12.1 + s13.1 + s15.

Once again, let us underline that for all n, the value of ∇(en) fixes all the components of
length at most 2 in En.
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2.4. Hook-components reconstruction. Now, from this explicit knowledge of An, we
may calculate all the hook-indexed components of En. In particular, we may check that we
indeed get back the expression already mentioned for 〈E6, s21111〉, namely

〈E6, s21111〉 = e⊥1 An

= 〈∇(e6), s21111〉+ (s1111 + s2111 + s3111 + s4111 + s5111 + s331 + 2s431 + s531

+ s321 + 2s421 + 2s521 + 2s621 + s721 + s311 + 2s411

+ 3s511 + 3s611 + 3s711 + 2s811 + s911);

as well as that for 〈E6, s3111〉:
〈E6, s3111〉 = e⊥2 An

= 〈∇(e6), s3111〉+ (s331 + s321 + s421 + s521 + s111 + s211 + 2s311 + 2s411

+ 2s511 + s611 + s711).

2.5. Partial reconstruction of other components. Similarly, using both the Component-
Length Conjecture and the Delta-via-Skewing Conjecture (see 1), we may partially reconstruct
other coefficients of En, considering that the expansion of ∆′ek(en) is known for all k and n.
Observe that the Component-Length Conjecture directly implies that, for all n,

〈En, sn−2,2〉 = 〈∇(en), sn−2,2〉 (2.12)

so that we already have the coefficient of sn−2,2 fully characterized, on top of those for
all hook-shapes. Since the Delta-via-Skewing Conjecture states that the length at most 2
components of 〈e⊥k En, sµ〉 coincide with those of 〈∆′en−1−k

en, sµ〉 for all µ, it may be used to
infer components of the corresponding coefficients. We may also deduce from Conjecture.1
part of Conjecture.3. For instance, since ∆′e1en = ∆e1en − 1⊗ en and we have5 (see [17, Prop.
6.1])

∆e1(en) =
∑n

k=1 sk−1 ⊗ en−kek, (2.13)
we deduce that 〈∆′e1en, sµ〉 = 0 for all partition µ having first part larger than 2. Hence,
Conjecture.1 implies that 〈e⊥n−3En, sµ〉 = 0 when µ1 > 2, implying that 〈En, sµ〉 = 0 has
length at most 2 in those cases. However, for µ such that µ1 = 2, Formula (2.13) implies that
〈e⊥n−2En, s(2k,1n−2k)〉 does not vanish and is of length 1. Thus we conclude that

Lemma 2.1. Conjecture.1 implies Conjecture.3, for any partition µ such that µ1 = 2.

Moreover, using (2.13), Conjecture.1 states that

〈e⊥n−2En, s(2k,1n−2k)〉 =
n−k−1∑
i=k−1

si.

Since we already know that 〈e⊥n−2En, s(2k,1n−2k)〉 = 0 if k ≥ 1, the above identity forces

〈En, s(2k,1n−2k)〉 =
n−k−1∑
i=k−1

si+1,1n−3 + (terms of length < n− 2). (2.14)

5Since it underlines Schur positivity in the parameters q and t, this is a “slightly” stronger statement than
that of [17], but it is equivalent.
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2.6. An intriguing Catalan property. An experimental observation is that at k = −2 our
earlier polynomial dim(E

〈k〉
n ) appear to evaluate to the signed Catalan numbers (−1)n−1Catn−1.

Moreover, this intriguing signed Catalan property seems to afford the refinement:

En(−2; z) = (−1)n−1
∑
µ`n

π(µ) Cat`(µ)−1 fµ(z), (2.15)

where π(µ) is the product of the parts of µ, and fµ denotes the forgotten symmetric function.
We observe that this is the specialization at q = 1 of the formula

(−q)n−1En[−q − 1/q; z] =
∑
µ`n

∏
k∈µ([k]q2)C`(µ)(−q) fµ(z) (2.16)

where

Cn(q) :=
2n−1∑
k=0

(
n

b(k−1)/2c

)(
n
bk/2c

)
qk−1;

since we have Cn(−1) = Catn−1.

3. Spaces of multivariate diagonal harmonic polynomials

To make this presentation more self contained, let us recall a few basic definitions6. Let
X be a k × n matrix of variables, so that we may better underline the GLk × Sn action on
polynomials in the variables X:

X = (vij) 1≤i≤k
1≤j≤n

=


x1 x2 · · · xn
y1 y2 · · · yn
...

... . . . ...
u1 u2 · · · un

 .

It will be handy to denote by x (respectively, y and u) the set of variables in the first row
of X (respectively, second and “last”). We will consider GLk × Sn-submodules of the ring
R
〈k〉
n := Q[X] of polynomials F (X) in the variables in X, equipped with the action of the

group GLk × Sn defined by

F (X) 7−→ F (τ ·X · σ;θ · σ), for (τ, σ) ∈ GLk × Sn,

with elements of Sn considered as permutation matrices in GLn. It is sometimes useful to
consider each row u = (u1, . . . , un) of X as a set of n variables, permuted by the Sn-action.
The actions of GLk and Sn on R

〈k〉
n commute, hence we may readily decompose the modules

considered into irreducibles for both actions. A polynomial F (X) in R
〈k〉
n is said to be

(multi-)homogeneous of degree d ∈ Nk, if

F (q ·X) = qdF (X),

with q standing for the diagonal matrix diag(q1, . . . , qk). We often use “vector-like notations”,
so that qd stands for qd11 · · · q

dk
k , when d = (d1, . . . , dk). In the context of polynomial

representations of GLk, the vectors d are weights.

6General background material may be found in the Appendix.
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The (GLk × Sn)-modules that we are going to consider are all graded submodules (or
graded quotients of such) of R〈k〉n , and hence they correspond to polynomial representations
of GLk. Thus the relevant GLk-characters take the form∑

F∈B

qdeg(F ), with deg(F ) := (degx(F ), degy(F ), . . . , degu(F )),

for some (homogeneous) basis B of the GLk-module considered. Classical representation
theory gives that this sum is a symmetric function of the variables q = (q1, . . . , qk), which
expands as a positive integer linear combination of Schur functions sλ(q) = sλ(q1, . . . , qk),
for some partitions λ. As usual, positive integral linear combination of Schur functions are
said to be Schur positive (see Appendix 6 for more on symmetric functions). It is also
practical to encode characters of representations of Sn as symmetric functions7 via their
Frobenius transform, with irreducible Sn-modules corresponding to Schur functions sµ(z), for
µ partitions of n. The description of the irreducible decompositions of a (GLk×Sn)-submodule
W of R〈k〉n , may thus be presented as:

W(q; z) =
∑
µ`n

∑
λ

aλµsλ(q)sµ(z),

with the aλµ multiplicities of (GLk × Sn)-irreducibles. Since the number of variables in the
set q is equal to k, this information needs not be underlined otherwise. As discussed in the
introduction, we are interested in stable limits of such characters W = limk→∞Wk, then
writing

W =
∑
µ`n

∑
λ

aλµsλ ⊗ sµ,

with the tensor product serving to distinguish between Schur functions that are characters of
GL∞ (those on left hand-side), and the Schur function encoding Sn-irreducibles (those on
right hand-side).

3.1. Diagonal harmonic polynomials. Starting with the classical n× n Vandermonde
determinant in the variables occurring in the first row of X:

Vn := det(xj−1i )1≤i,j≤n, (3.1)

=
∏
i<j

xi − xj,

we consider the smallest submodule E
〈k〉
n of R〈k〉n which contains Vn, and is closed under:

(1) partial derivatives wit respect to any variables in X;
(2) higher polarization operators:

n∑
i=1

uji
∂

∂vi
,

for any pair or rows (ui)i and (vi)i of X, and any j ≥ 1.

7In a denumerable set of “abstract” variables z = z1, z2, z3, . . .
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It is easy to see that E〈k〉n is a Sn-submodule of R〈k〉n ; and closure under polarization insures
that it is also a submodule for GLk. In fact, closure under all operators

∑n
i=1 ui

∂
∂vi

, i.e. with
j = 1, is sufficient.

It is clear that we have a filtration

E〈0〉n ⊂ E〈1〉n ⊂ E〈2〉n ⊂ · · ·E〈k〉n ⊂ · · ·
compatible with the action Sn; and with the restriction from GLk to GLk−1, since this
corresponds to the restriction to the polynomials involving only the first k− rows of X. We
denote by En the corresponding inductive limit, and it has been shown in [5] that one reaches
stability at k = n− 1. As mentioned earlier, the corresponding “generic” character is denoted
by

En =
∑
µ`n

∑
λ

cλµsλ ⊗ sµ. (3.2)

4. Structure properties of En

4.1. Length components. Define the degree of∑
λ,µ

cλ,µsλ ⊗ sµ

to be the maximum of the values |λ|, for which cλ,µ 6= 0. The length d component of En is
set to be

E(d)
n :=

∑
µ`n

c(d)µ ⊗ sµ, with c(d)µ =
∑
`(λ)=d

cλ,µsλ. (4.1)

We clearly have
En := E(0)

n + E(1)
n + . . .E(l)

n , (4.2)
where l = `(En) is the maximal length occurring in terms of En. With this notation,
Conjecture.3 states that `(cµ) = |µ| − µ1, and it may be shown that

deg(c(j)µ ) =

(
n

2

)
−
(
j

2

)
−
∑
i∈µ

(
i

2

)
. (4.3)

Let E〈k〉n (similarly for c〈k〉µ ) stand for the restriction of En to its components of length at most
k. In other terms,

E〈k〉n := E(0)
n + E(1)

n + . . .E(k)
n . (4.4)

For example,

E
(0)
4 = 1⊗ s4,

E
(1)
4 = (s1 + s2 + s3)⊗ s31 + (s2 + s4)⊗ s22 + (s3 + s4 + s5)⊗ s211 + s6)⊗ s1111,

E
(2)
4 = s21 ⊗ s22 + (s11 + s21 + s31)⊗ s211 + (s31 + s41)⊗ s1111,

E
(3)
4 = s111 ⊗ s1111.

Simple general values for length components are:

E(0)
n = 1⊗ sn, and E(n−1)

n = en−1 ⊗ en. (4.5)
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The following reduced-length components can be efficiently used to reconstruct (part of)
En. We set

ε(k)n := (e⊥k ⊗ Id)E(k)
n , (and α(k)

n := e⊥kA
(k)
n ). (4.6)

For example,

ε
(0)
4 = 1⊗ s4,

ε
(1)
4 = (1 + s1 + s2)⊗ s31 + (s1 + s3)⊗ s22 + (s2 + s3 + s4)⊗ s211 + s5 ⊗ s1111,

ε
(2)
4 = (1 + s1 + s2)⊗ s211 + s1 ⊗ s22 + (s2 + s3)⊗ s1111,

ε
(3)
4 = 1⊗ s1111.

4.2. Description of hook components in terms of An. From (2.8) we may calculate
calculate all the hook components cµ = 〈En, sµ〉 directly from the alternant component
An = 〈En, s1n〉, both considered as GL∞-character of isotypic components of En. We will see
that this implies that we can reconstruct An from much less information than is apparently
needed at prima facie. From now on, let us use Frobenius’s notation for hook shape
partitions, writing (a | b) for the partition (a+ 1, 1b) of n = a+ b+ 1 (see Figure 1). It is often
said that a stands for the arm of the hook, while b stands for its leg. We use the Cartesian
(aka French) convention to draw diagrams, so that the leg goes up.

a︷ ︸︸ ︷b

{

Figure 1. The hook shape (a | b).

4.3. Conjectured formula for the hook part multiplicities in hook components.
Our calculations suggest that there is a simple elegant expression for the multiplicity 〈sλ, cµ〉
of sλ ⊗ sµ in En, when both λ = (i, 1j) and µ = (n− k, 1k) are hook shapes. Clearly we may
encode bijectively a hook-shape (i, 1j) as a monomial qiuj. Regarding this encoding, it is
interesting to observe that one has the plethystic evaluation8

s(i,1j)[q − εu] = (q + u)qi−1uj. (4.7)

For a given µ, one may thus packages all the multiplicities 〈s(i,1j), cµ〉, for the various hooks
(i, 1j), as a generating polynomial given simply by the expression

q

q + u
cµ[q − εu] :=

∑
(i,1j)

〈s(i,1j), cµ〉 qiuj. (4.8)

This is readilly calculated if we have the following.

Conjecture 4. For all 0 ≤ k ≤ n− 1, we have

c(n−k,1k)[q − εu] =

[
n− 1

k

]
q

(q + u)(q2 + u) · · · (qk + u), (4.9)

8Here ε is such that pk(ε) = (−1)k.
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using the Gaussian q-binomial notation.

For example, the size collected restriction to hook shapes of 〈E5, s2111〉 is

c2111
∣∣
hooks

= s111 + (s31 + s211) + (2s41 + s311) + (s6 + 2s51 + s411)

+ (s7 + 2s61) + (s8 + s71) + s9,

and the corresponding polynomial is

q

q + u
cµ[q − εu] =

q

q + u

[
4

3

]
q

(q + u)(q2 + u)(q3 + u)

= q(q + 1)(q2 + 1)(q2 + u)(q3 + u)

= q u2 + (q3u+ q2u2) + (2 q4u+ q3u2) + (q6 + 2 q5u+ q4u2)

+ (q7 + 2 q6u) + (q8 + q7u) + q9.

When µ = 1n, Formula (4.9) follows from (2.8) (see [30]). In other words, we have

Proposition 1. For all n, we have

c1n [q − εu] = (q + u)(q2 + u) · · · (qn−1 + u). (4.10)

As another indication of the appropriateness of formula (4.9), we may directly check
that its specialization at u = 0 does indeed correspond to the known expression for the hook
components of E〈1〉n . Indeed, the expression

n−1∑
k=0

c(n−k,1k)[q] z
k =

n−1∑
k=0

q(
k+1
2 )
[
n− 1

k

]
q

zk,

=
n−1∏
i=0

(1 + qi z),

may easily be seen to follow from formula (6.11), since En(q; z) = Hn(q; z).

4.4. Other components. The GL∞-character of some of the other Sn-isotypic components
may as well be calculated from An. For instance, this is the case when µ has at most two
parts larger than 1. Indeed, for µ = ab1c, with a and b larger than 1, we have the recursive
formula

cµ = s⊥α An − cβ, (4.11)
where α := (a−1, b−1)′ = 2b−11a−b and β := (a−1, b−1, 1c+1). Observe that β is a partition
of n− 1 which has the same format as µ, thus we may apply the formula recursively. For n
up to 5, together with the hook cases considered previously, this covers all cases. For n = 6
the only exception is the partition µ = 222. Observe also that, when b = 2, we may use
formula (2.8) to reformulate (4.11) as

cµ = s⊥α An − e⊥a−2An−1, (4.12)

since β is then a hook.
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4.5. Reconstruction of the alternant character. We now further discuss the length
decomposition

An = A(1)
n + A(2)

n + . . .+ A(n−1)
n ,

and the corresponding reduced-length components α(j)
n := e⊥j A

(j)
n of An. We can clearly get

A
(j)
n back from α

(j)
n , since A(j)

n =↑1j α
(j)
n . Hence, we can reconstruct An from the knowledge of

its reduced-length components α(j)
n . Clearly e⊥j A

(i)
n = 0 whenever i < j. In view of previous

remarks concerning the length decomposition of the cµ, we have

l = `(α(j)
n ) = min(j, n− 1− j). (4.13)

In fact, the length-decomposition of α(j)
n itself takes the form

α(j)
n = α(0,j)

n + α(1,j)
n + . . .+ α(l,j)

n ,

and the degrees of these length components of the α(j)
n are

deg(α(i,j)
n ) =

(
n

2

)
−
(
j + 1

2

)
−
(
i

2

)
.

Using Conjecture 2.8, we get the following formulas for some of the reduced-length components
of An

1) α
(1)
n = s(n2)−1

, 2) α
(2)
n = e⊥2 〈∇(en), en〉,

3) α
(n−3)
n = 〈∇(en), s(n−2,1,1)〉 − e1 α(n−2)

n − s11, 4) α
(n−2)
n =

∑n−1
k=2 sk,

5) α
(n−1)
n = 1;

(4.14)

and, using (2.8) and (4.13), the recurrence

α(j)
n = c

〈d〉
(j | b) −

n−1∑
i=j+1

e⊥j (↑1i α(i)
n ), where b = n− 1− j, and d := min(j, b). (4.15)

Observe that (4.13) on α(i)
n implies that

e⊥j (↑1i α(i)
n ) = ei−j α

(i)
n , when j ≤ i.

Hence, since e⊥j A
(i)
n = 0 for j > i, we have in fact

α(j)
n = c

〈j〉
(j | b) −

n−1∑
i=b+1

ei−b α
(i)
n , (4.16)

whenever j < (n− 1)/2. Observe that both (4.15) and (4.16) reduce the calculation of α(j)
n

to expressions of length at most (n− 1)/2. This is illustrated in the following values of α(j)
6 ,

all of length at most 2:

α
(5)
6 = 1,

α
(4)
6 = s2 + s3 + s4 + s5,

α
(3)
6 = s33 + (s32 + s42 + s52) + (s31 + s41 + s51 + s61 + s71)

+(s5 + s6 + 2s7 + s8 + s9),

15



α
(2)
6 = (s33 + s53 + s63) + (s52 + s62 + s72 + s82) + (s61 + s71 + s81 + s91 + s(10,1))

+(s9 + s(10) + s(11) + s(12)),

α
(1)
6 = s(14);

and we recover from these all components of A6 (of lengths going up to 5)

A6 = s11111 + (s3111 + s4111 + s5111 + s6111)

+ (s441 + s431 + s531 + s631 + s421 + s521 + s621 + s721 + s821

+ s611 + s711 + 2s811 + s911 + s(10,1,1)) (4.17)
+ (s44 + s64 + s74 + s63 + s73 + s83 + s93 + s72 + s82

+ s92 + s(10,2) + s(11,2) + s(10,1) + s(11,1) + s(12,1) + s(13,1)) + s(15)

To achieve a similar reconstruction for n = 7, the only extra information needed reduces to
the knowledge of the length 3 component of the hook shape (3 | 3). The required value has
been explicitly computed (by N. Thiéry, using interesting computer algebra techniques) to be
equal to

c(3 | 3) = 〈∇(e7, s4111〉+ s332 + s522

+ (2s331 + 2s431 + 2s531 + s631)

+ (s321 + 2s421 + 3s521 + 2s621 + 2s721 + s821)

+ (s111 + s211 + 2s311 + 3s411 + 3s511 + 3s611 + 3s711 + 2s811 + s911 + s(10,1,1)).

We may then calculate recursively the only “missing” reduced-length component of A6 (beside
those calculated using formulas (4.14)), which is

α
(3)
7 = (s332 + s522 + s331 + s431 + s531 + s631

+ s421 + s521 + s621 + s721 + s821 + s411 + s611 + s711 + s811 + s(10,1,1))

+ (s55 + s54 + s64 + s74 + s33 + s43 + 2s53 + 3s63 + 3s73 + 2s83 + s93

+ s52 + 2s62 + 3s72 + 3s82 + 3s92 + 2s(10,2) + s(11,2)

+ s61 + 2s71 + 2s81 + 3s91 + 3s(10,1) + 2s(11,1) + 2s(12,1) + s(13,1))

+ (s9 + s(10) + 2s(11) + 2s(12) + 2s(13) + s(14) + s(15)).

4.6. Alternants of E7. From this, all explicit values of length components of A7 may be
obtained, giving

A
(1)
7 = s(21) ;

A
(2)
7 = s77 + (s76 + s86 + s96) + (s75 + s85 + s95 + s(10,5) + s(11,5))

+(s74 + s84 + 2s94 + 2s(10,4) + 2s(11,4) + s(12,4) + s(13,4))
+(s93 + s(10,3) + 2s(11,3) + 2s(12,3) + 2s(13,3) + s(14,3) + s(15,3))
+(s(11,2) + s(12,2) + 2s(13,2) + s(14,2) + 2s(15,2) + s(16,2) + s(17,2))
+(s(15,1) + s(16,1) + s(17,1) + s(18,1) + s(19,1)) ;
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A
(3)
7 = s443 + s633 + (s442 + s542 + s642 + s742)

+(s532 + s632 + s732 + s832 + s932)
+(s522 + s722 + s822 + s922 + s(11,2,2))
+s661 + (s651 + s751 + s851)
+(s441 + s541 + 2s641 + 3s741 + 3s841 + 2s941 + s(10,4,1))
+(s631 + 2s731 + 3s831 + 3s931 + 3s(10,3,1) + 2s(11,3,1) + s(12,3,1))
+(s721 + 2s821 + 2s921 + 3s(10,2,1) + 3s(11,2,1)

+2s(12,2,1) + 2s(13,2,1) + s(14,2,1))
+(s(10,1,1) + s(11,1,1) + 2s(12,1,1) + 2s(13,1,1)

+2s(14,1,1) + s(15,1,1) + s(16,1,1)) ;

A
(4)
7 = (s4411 + s5411 + s6411) + (s4311 + s5311 + 2s6311 + s7311 + s8311)

+(s4211 + s5211 + 2s6211 + s7211 + 2s8211 + s9211 + s(10,2,1,1))
+(s6111 + s7111 + 2s8111 + 2s9111 + 2s(10,1,1,1) + s(11,1,1,1) + s(12,1,1,1)) ;

A
(5)
7 = s31111 + s41111 + s51111 + s61111 + s71111;

A
(6)
7 = s111111.

4.7. Asymptotics of coefficients. Another interesting feature of the En is that there is
an “asymptotic stability” of coefficients as n grows. Indeed, if we denote by µ̃ the partition
obtained by removing the first part of µ, we observe a stabilization of the first terms of

Ẽn :=
∑
µ`n

Cµ ⊗ sµ̃,

as exhibited in the sequence

Ẽ1 = 1⊗ 1,

Ẽ2 = 1⊗ 1 + s1 ⊗ s1,

Ẽ3 = 1⊗ 1 + (s1 + s2)⊗ s1 + (s11 + s3)⊗ s11,

Ẽ4 = 1⊗ 1 + (s1 + s2 + s3)⊗ s1 + (s11 + s3 + s21 + s31 + s4 + s5)⊗ s11
+ (s2 + s21 + s4)⊗ s2 + (s111 + s31 + s41 + s6)⊗ s111,...

In other words, the limit as n goes to infinity of Ẽn makes sense and we have

lim
n→∞

Ẽn = 1⊗ 1 + Ω⊗ s1 +
(
Ω · Ωodd − Ωeven

)
⊗ s11 +

(
Ω · Ωeven + Ωeven

)
⊗ s2 + . . . (4.18)

where we set Ω := Ωodd + Ωeven, with Ωeven :=
∑∞

k=1 s2k, and Ωodd :=
∑∞

k=0 s2k+1. In fact, for
all n > 1, we have Ẽn−1 sitting inside9 Ẽn. We may thus form the power series

Ẽ∞(z) := Ẽ1 z +
∑
n≥2

(Ẽn − Ẽn−1) z
n,

9This is to say that the difference Ẽn − Ẽn−1 is positive.
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from which any individual En can readily be obtained. One may obtain a z-analogue of (4.18)
of the form

Ẽ∞(z) = z ⊗ 1 + zΩ(z)⊗ s1
+ z
(
zΩ(z) · Ωodd(z) + zΩodd(z)− Ω(z)

)
⊗ s11+

+ z
(
zΩ(z) · Ωeven(z) + zΩeven(z) + (z − 1) Ω(z)− (z − 1) s1

)
⊗ s2 + . . .

where we set Ω(z) := zΩodd(z2) + Ωeven(z2); with

Ωeven(z) :=
∞∑
k=1

s2k z
k, and Ωodd(z) :=

∞∑
k=0

s2k+1 z
k.

5. Link to Delta operators, and the Delta-conjecture

5.1. Skewing versus ∆-operators. The “Delta-Conjecture” (see [17]) proposes an explicit
combinatorial description for the evaluation at en of the Macdonald “eigenoperator” ∆′ek .
These operators were originally introduced in [8], up to a slight shift in eigenvalues. We will
not need the precise combinatorial statement of the Delta-Conjecture, since we only consider
the symmetric function ∆′ek(en). Our discussion below leads to the conclusion that, for each µ,
the coefficient 〈∆′ek(en), sµ〉 should be Schur positive10. This is a stronger positivity statement
than that of the original Delta-Conjecture. The special case ∆e2(en) was in a sense previously
considered in [26], not referring to a Schur expansion but showing an equivalent result.

Conjecture.1 states that ∆′ek(en) may be obtained simply by skewing first components in
En by the elementary symmetric function ej, with j = n− 1− k. Hence, we may consider
(e⊥j ⊗ Id)En as a multivariate analogue of ∆′ek(en). Implicitly, this implies that we have a
(GL∞ × Sn)-module interpretation for ∆′ek(en). Once again we emphasize that the above
conjecture could not have been stated in the original restricted context of two sets of variables,
namely inside R

〈2〉
n , in which the ∆ek operators are usually considered. It has recently been

shown (see [30]) that Conjecture.1 implies Conjecture.4. It also follows, together with (2.8),
that we have the equality

〈∆′eken, s(n−j,1j)〉 = 〈∆′ejen, s(n−k,1k)〉, (5.1)

for all k and j. This follows directly using known identities involving Macdonald polynomials,
thus giving indirect support to (1.9). Keeping the same convention for j and k, we have

(e⊥j ⊗ Id)En)(q, 1/q;x) =
k∑
j=0

(−1)k−j
ej[[n]q]

qj (n−1)
en[[j + 1]q x]

[j + 1]q
(5.2)

5.2. Inferred components of En. Just as before, we consider the decomposition of En into
its length components E

(k)
n , and the associate reduced-length components ε(j)n (see (4.6)).

Clearly, we have the bijective correspondence ε(j)n ↔ E
(j)
n = (↑1j⊗ Id) ε

(j)
n . One may see that

the length of ε(j)n (that is the maximal length of one of its GL∞-coefficients) is equal to
min(j, n− 1− j).

10Hence the same holds true for ∆ek(en).
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Together with this length bound, Conjecture.1 implies that we may calculate the various
ε
(j)
n , for all 0 ≤ j < n ≤ 6, just from the knowledge of the length 2 expressions ∆′eken. As a
matter of fact, for all n, we have the general formulas:

ε(0)n = 1⊗ sn, (5.3)

ε(1)n = (e⊥1 ⊗ Id)Hn, (5.4)

ε(2)n = (e⊥2 ⊗ Id)∇(en), (5.5)

ε
(n−3)
n = ∆′e2(en) + (s1 + s2)⊗ en + (1⊗ en−1e1)−

∑n
k=1 sk−1 ⊗ eken−k. (5.6)

ε
(n−2)
n =

∑n
k=1 sk−1 ⊗ eken−k − (1 + s1)⊗ en (5.7)

ε(n−1)n = 1⊗ en. (5.8)

6. The e-positivity phenomenon

As discussed in [4], most of the symmetric functions constructed via the elliptic Hall
algebra approach exhibit an e-positivity when specialized at t = 1. We discuss here the case
of En, for which we get the specialization of any one of the parameters qi to the value 1 via
the plethystic evaluation at q + 1 of the GL∞-coefficients cµ of En. For the sake of discussion,
let us set

Fn := En[q + 1; z], (6.1)

and write

Fn =
∑
µ`n

cµ[q + 1]⊗ sµ(z),

=
∑
ν`n

dν ⊗ eν(z), (6.2)

with dν the coefficients of eν(z) in Fn. Then, as far as we can check experimentally, all of the
dν are Schur positive. For instance, we have

F4 = 1⊗ e1111 + (3s1 + 2s2 + s3)⊗ e211 + (s11 + s2 + s21 + s4)⊗ e22
+ (2s11 + s21 + 2s3 + s31 + s4 + s5)⊗ e31 + (s111 + s31 + s41 + s6)⊗ e4.

We may also write
dν = 〈Fn, fν〉.

The cν are related to the dµ as follows

cµ[q + 1] =
∑
ν

Kµ′λdλ, (6.3)

where the Kµλ are the usual Kostka numbers. There is a close ties between this e-positivity
phenomenon, Identity (2.8), and related conjectures. To see this, we recall that the coefficient
of en in the e-expansion of sµ vanishes for all µ except hooks.; and is known to be equal to
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(−1)k when µ = (k + 1, 1n−k−1). Since the forgotten symmetric functions fν are dual to the
eν , we may write this as

〈sµ, f(n)〉 =

{
(−1)k, if µ = (k + 1, 1n−k−1),

0 otherwise.

We may then calculate that

d(n) = 〈En[q + 1; z], f(n)〉

=
∑
µ`n

cµ[q + 1] 〈sµ, f(n)〉

=

(
n−1∑
k=0

(−1)k c(k+1,1n−k−1)

)
[q + 1]

=

(∑
k≥0

(−1)k e⊥kAn

)
[q + 1].

Recall that we have
f [q − 1] =

∑
k≥0

(−1)k e⊥k f(q),

so that we may conclude the above calculation to get

d(n) = (An[q − 1])[q + 1] = An, (6.4)

which is Schur positive. To get more, let µ be any partition of n which is largest in dominance
order among those such that cµ 6= 0. Then, it is easy to see that

d(n) = c1n , and dµ′ = cµ[q + 1]; (6.5)

and that dρ′ = 0 whenever cρ = 0. We thus automatically have Schur positivity in the above
cases whenever c1n and cµ are positive themselves. Experiments suggest that, when m < n,
we have

d(k+1,1n−k−1) = c(n−k,1k), (6.6)
Further experiments also suggest that, when m = n and k < n− 1

d(n−k,1k) =
k+1∑
j=1

c(j,1n−k−1), (setting d(n−k,1k) := dn,(n−k,1k)). (6.7)

Clearly, d(1n) = 1 by the above remark.
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Such explicit calculations must thus rely on an artful combination of high-level computer
algebra skills, and a subtle understanding of the mathematical structures involved.

Appendices

Symmetric functions and plethysm. We mainly use Macdonald’s notations (see [21]).
Thus pµ, eµ, and hµ respectfully stand for the power-sum, elementary, and complete
homogeneous symmetric functions, with indices integer partitions µ = µ1µ2 · · ·µk of n.
Recall that these are symmetric functions that are all homogeneous of degree n = |µ| :=
µ1 + µ2 + . . .+ µk. Assuming that they are evaluated in enough variables, they respectively
form bases of the homogenous degree n component Λn of the graded ring of symmetric function
Λ. It is often useful to avoid writing variables, implicitly making the above assumption. The
length `(µ) is equal to the number of non-zero parts (the µi) of µ. Recall that partitions
are often described in terms of their Ferrers diagram (herein in French notation). This
diagram is the set of (i, j) in N× N (considered as points in the usual cartesian coordinates),
with 0 ≤ i ≤ µj+1 − 1, for 0 ≤ j < `(µ). We say that (i, j) is a cell of µ, and often write
(i, j) ∈ µ when the context makes this convention clear. The row lengths of this diagram
are the parts of µ. The conjugate µ′ of µ is the partition with diagram equal to the set
{(j, i) | (i, j) ∈ µ}. The hook length of a cell (i, j) of µ is defined as

h(i, j) = hij = µj+1 + µ′i+1 − i− j − 1.

We set
ι(µ) := #{(i, j) ∈ µ | i > j}. (6.8)

Among the usual bases of Λd, the most interesting is that of Schur functions sµ. The skew-
Schur functions may be considered as enumerators of semi-standard tableaux. In formula,
this says that

sλ/µ(z) =
∑

τ :λ/µ→N

zτ , with zτ :=
∏
c∈λ/µ

zτ(c),

with τ running over the set of semi-standard fillings of the cells c = (i, j) of λ/µ. This is to
say that, whenever it makes sense,

τ(i, j) ≤ τ(i+ 1, j), and τ(i, j) < τ(i, j + 1).

When µ is the empty partition, these correspond to the above Schur function. It follows that
sλ(z1, . . . , zk) = 0, whenever k < `(λ), since no such filling exists.

The Schur functions are orthonormal for the usual Hall scalar product on Λ, which
may be defined by setting

〈pλ, pµ〉 := zµδλ,µ.

The integer zµ is such that n!/zµ (for µ a partition of n) is equal to the cardinality of the
conjugacy class of permutations characterized the fact that they all the same cycle structure
given by the partition ν. For a given symmetric function f , the linear operator f⊥ is the
adjoint to the linear operation of multiplication by f . In formula, we have that

〈f · g1, g2〉 = 〈g1, f⊥g2〉,
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holds for any symmetric functions g1 and g2. The classical (dual) Pieri rule (see [21]), implies
that

e⊥k sµ =
∑
λ⊂µ

sλ,

where the sum is over the partitions that can be obtained from µ by removing k cells, no two
of which lying on the same row. In particular, e⊥k sµ vanishes if µ has less than k rows.

Positive integral linear combination of Schur functions are said to be Schur positive.
This notion is often extended to polynomials with coefficients in N, in some set of variables
(often q, t, or qi). We also write F � G whenever the difference G − F is Schur positive.
It may easily be seen that this is an order relation, which is compatible with many of the
operations on symmetric functions.

Informally speaking, the plethysm f ◦g of two symmetric functions f and g is calculated
by replacing the variables in f by the monomials that occur in g. This process may be
recursively defined by the properties. In fact, this is a special case of a λ-ring calculations f [A]
(with A = g), in the context of which symmetric function may be considered as operators on
elements A of the underlying ring. Rules of “plethystic evaluation” are as follows, assuming
that α and β are scalars, and that A and B lie in some suitable ring:

(1) (αf + βg)[A] = α f [A] + β g[A],

(2) (f · g)[A] = f [A] · g[A],

(3) pk[A±B] = pk[A]± pk[B],

(4) pk[A ·B] = pk[A] · pk[B],

(5) pk[A/B] = pk[A]/pk[B],

(6) pk[pj] = pkj,

(7) pk[x] = xk, whenever x a “variable”,

(8) pk[c] = c, whenever c a “constant”.

Hence we should always specify clearly what are variables and what are constants. The first
two properties make it clear that any evaluation of the form f [A] may be reduced to instances
of the form pk[A]. We also assume that property (2) extends to denumerable sums. See [6]
for more on plethysm.

Macdonald polynomials, and operators. Recall that the set of combinatorial Mac-
donald polynomials11 {Hµ(q, t; z)}µ`n forms a linear basis of the ring Λ(q, t) (of symmetric
functions in the variables z = r1, r2, r3, · · · over the field Q(q, t)) uniquely characterized by
the equations

(i) 〈sλ(z), Hµ[q, t; (1− q) z]〉 = 0, if λ 6� µ,

(ii) 〈sλ(z), Hµ[q, t; (1− t) z]〉 = 0, if λ 6� µ′, and

(iii) 〈sn(z), Hµ(q, t; z)〉 = 1,

11Sometimes denoted by H̃µ.
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involving plethystic notation. See [18, Section 3.5] for more details on these dominance
order triangularities. The operators ∇ and ∆′ek , introduced in [8], are special instances of
Macdonald eigenoperators. This is to say that they have the Macdonald polynomials Hµ

as joint eigenfunctions. Namely, we set

∆ek(Hµ) := ek[Bµ]Hµ, ∆′ek(Hµ) := ek[Bµ − 1]Hµ, with Bµ :=
∑

(i,j)∈µ

qitj.

In the last expression, the sum runs over the cells of the partition µ, using Cartesian
coordinates for these cells (occurring in the Ferrers diagram of ν, in French notation). Recall
that the “plethystic notation” ek[Bµ] simply means that the symmetric function ek is evaluated
in the “variables” qitj . On homogeneous symmetric functions of degree n (and only for those),
the operator ∇ coincides with ∆en = ∆′en−1

. In other terms, the associated eigenvalues are

Tµ := qη(µ
′)tη(µ) =

∏
(i,j)∈µ

qitj, (6.9)

where we set12 η(µ) :=
∑

k(k − 1)µk, for µ = µ1 · · ·µ`. Among the many interesting formulas
pertaining to the Hµ, we have

〈Hµ, sn−k,1k〉 = ek[Bµ − 1], in particular 〈Hµ, s1n〉 = Tµ. (6.10)

Observe the special instance:

〈Hn, sn−k,1k〉 = q(
k
2)
[
n− 1

k

]
q

(6.11)

We also have the symmetries

Hµ(q, t;x) = Tµ ωHµ(1/q, 1/t;x), (6.12)
Hµ(t, q;x) = H ′µ(q, t;x). (6.13)

The ∆-conjecture. In [17], one finds an explicit combinatorial formula conjectured to be
equal to ∆′eken. With our particular point of view, it takes the form

∆′eken =
∑
µ⊆δnn

( ∑
J⊇des(µ)
#J=k

q(J,a)
)
Lµ(t; z) (6.14)

where the indices J (in the inner sum) run over all suitable subsets of [n] := {1, 2, . . . , n− 1},
and (J,a) is shorthand for

∑
i∈J ai. We denote ger by Lµ(t; z) the vertical strip LLT-

polynomial associated to the path µ, See [13] for more on these, in particular for a proof that
L(1 + t; z) is e-positive. For instance, when k = 0, the only non-zero term of the outer sum
corresponds to µ = 0, for which s(µ+1n)/µ = en, thus agreeing with ∆′e0en. At the opposite
end of the spectrum, when k = n− 1, there is but one term in the inner sum (since J must
be equal to [n]) which is clearly equal to qarea(µ). Observe that, at t = 1, the above expression
simplifies to

∆′eken
∣∣
t=1

=
∑
µ⊆δnn

( ∑
J⊇des(µ)
#J=k

q(J,a)
)
s(µ+1n)/µ(z). (6.15)

12This is what Macdonald denotes by n(µ).
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The e-expansions of Fn.

F1 = 1⊗ e1,
F2 = A2 ⊗ e2 + 1⊗ e11,
F3 = A3 ⊗ e3 + (2s1 + s2)⊗ e21 + 1⊗ e111,
F4 = A4 ⊗ e4 + (e⊥1 A4 + A3)⊗ e31

+ (s11 + s21 + s2 + s4)⊗ e22 + (3s1 + 2s2 + s3)⊗ e211 + 1⊗ e1111,
F5 = A5 ⊗ e5 + (e⊥1 A5 + A4)⊗ e41 + (2s111 + 2s211 + s311 + s22 + s32 + s42

+ 2s21 + 2s31 + 3s41 + 2s51 + s61 + 2s4 + s6 + s7 + s8)⊗ e32
+ (e⊥2 A5 + e⊥1 A4 + A3)⊗ e311
+ (s22 + 3s11 + 4s21 + 2s31 + s41 + 3s2 + 2s3 + 2s4 + 2s5 + s6)⊗ e221
+ (4s1 + 3s2 + 2s3 + s4)⊗ e2111 + 1⊗ e11111,

F6 = A6 ⊗ e6 + (e⊥1 A6 + A5)⊗ e51
+ (2s1111 + 2s2111 + s3111 + s4111 + s431 + s221 + 2s321 + 3s421 + s521 + s621

+ 2s211 + 2s311 + 5s411 + 3s511 + 4s611 + s711 + s811

+ s44 + s54 + 2s43 + 2s53 + s63 + s73

+ 2s32 + 3s42 + 3s52 + 3s62 + 3s72 + s82 + s92

+ 2s41 + 2s51 + 3s61 + 3s71 + 3s81 + 3s91 + s(10,1) + s(11,1)

+ 2s7 + s9 + 2s(11) + s(13))⊗ e42
+ (e⊥2 A6 + e⊥1 A5 + A4)⊗ e411

+ (s1111 + s2111 + s3111 + s331 + s221 + s321 + s421 + s521

+ s211 + 2s311 + 2s411 + 2s511 + s611 + s711

+ s44 + s33 + s43 + s53 + s63

+ s22 + 2s42 + 2s52 + s62 + s72 + s82

+ 2s41 + s51 + s61 + 2s71 + s81 + s91 + s(10,1) + s6 + s9 + s(12))⊗ e33
+ (2s221 + 3s321 + s421 + 6s111 + 8s211 + 8s311 + 4s411 + 3s511 + s611

+ 2s33 + 3s43 + s53 + 4s22 + 8s32 + 8s42 + 5s52 + 4s62 + s72

+ 6s21 + 10s31 + 12s41 + 12s51 + 10s61 + 5s71 + 4s81

+ 6s4 + 4s5 + 4s6 + 4s7 + 6s8 + 2s9 + s91 + 3s(10) + s(11))⊗ e321
+ (e⊥3 A6 + e⊥2 A5 + e⊥1 A4 + A3)⊗ e3111

+ (s221 + s111 + 2s211 + s311 + s411 + 2s22 + s32 + s42 + s52

+ 2s21 + 2s31 + 2s41 + 2s51 + s61 + s71 + s3 + 2s5 + s7 + s9)⊗ e222
+ (3s22 + 2s32 + s42 + 6s11 + 9s217s31 + 5s41 + 2s51 + s61

+ 6s2 + 6s3 + 6s4 + 4s5 + 5s6 + 2s7 + s8)⊗ e2211
+ (5s1 + 4s2 + 3s3 + 2s4 + s5)⊗ e21111 + 1⊗ e111111

24



References

[1] D.Armstrong, N. Loehr, and G.Warrington, Rational parking functions and Catalan numbers,
Annals of Combinatorics, 20 (2016), no. 1, 21–58. See arXiv:1403.1845. MR3461934. 3

[2] D.Armstrong, V.Reiner, and B. Rhoades, Parking spaces, Advances in Mathematics, 269 (2015),
647–706. See arXiv:1204.1760. MR3281144. 3

[3] D.Armstrong, B.Rhoades, and N.Williams, Rational associahedra and noncrossing partitions,
Electronic Journal of Combinatorics, 20 (2013), no. 3, Paper 54, 27 pp.
See arXiv:1305.7286. MR3118962. 3

[4] F.Bergeron, Open Questions for Operators Related to Rectangular Catalan Combinatorics, Journal of
Combinatorics Vol. 8, No. 4 (2017), 673–703. See arXiv:1603.04476. MR3682396. 2, 3, 4, 19

[5] F.Bergeron, Multivariate Diagonal Coinvariant Spaces for Complex Reflection Groups, Advances in
Mathematics, 239 (2013), 97–108. See arXiv:1105.4358. MR3045143. 2, 3, 12

[6] F.Bergeron, Algebraic Combinatorics and Coinvariant Spaces, CMS Treatise in Mathematics, CMS
and A.K.Peters, 2009. 22

[7] F.Bergeron and A.M. Garsia, Science Fiction and Macdonald’s Polynomials, in Algebraic Methods
and q-Special Functions, J.P. Van Dejen, L.Vinet (eds.), CRM Proceedings & Lecture Notes, AMS
(1999), 1–52. MR1726826. 2

[8] F.Bergeron, A.M. Garsia, M.Haiman, and G.Tesler, Identities and Positivity Conjectures
for some remarkable Operators in the Theory of Symmetric Functions, Methods and Applications of
Analysis, Volume 6 Number 3 (1999), 363–420. MR1803316. 3, 4, 18, 23

[9] F.Bergeron, and L.-F. Préville-Ratelle, Higher Trivariate Diagonal Harmonics via generalized
Tamari Posets, Journal of Combinatorics, 3 (2012), 317–341. See arXiv:1105.3738. MR3029440. 3, 7

[10] N.Bergeron, C. Ceballos, and V. Pilaud, Hopf Dreams, See https://arxiv.org/abs/1807.03044 3,
7

[11] M.Boij and A.Geramita, Notes on Diagonal Coinvariants of the Dihedral Group, Canadian Mathe-
matical Bulletin, doi.org/10.4153/CMB-2010-066-7.

[12] I. Burban and O. Schiffmann, On the Hall algebra of an elliptic curve I, Duke Mathematical Journal,
161 (2012), 1171–1231. MR2922373. 3

[13] M. D’adderio, e-Positivity of Vertical Strip LLT Polynomials, arXiv:1906.02633 23
[14] J.Désarménien, B. Leclerc and J.-Y.Thibon, Hall-Littlewood Functions and Kostka-Foulkes

Polynomials in Representation Theory, Séminaire Lotharingien de Combinatoire 32 (1994), Art. B32c,
38 pp. MR1399504.

[15] A.M.Garsia and M.Haiman, A Remarkable q, t-Catalan Sequence and q-Lagrange Inversion, Journal
of Algebraic Combinatorics, 5 (1996), no. 3, 191–244. MR1394305. 2

[16] J.Haglund, The combinatorics of knot invariants arising from the study of Macdonald polynomials.
Recent trends in combinatorics, 579–600, IMA Vol. Math. Appl., 159, Springer, 2016. MR3526424. 2

[17] J.Haglund, J.Remmel, and A.Wilson, The Delta Conjecture, Transactions of the American
Mathematical Society, (accepted). doi.org/10.1090/tran/7096 See arXiv:1509.07058. 4, 9, 18, 23

[18] M.Haiman, Combinatorics, symmetric functions and Hilbert schemes, In CDM 2002: Current Develop-
ments in Mathematics in Honor of Wilfried Schmid & George Lusztig, International Press Books (2003)
39–112. MR2051783. 2, 23

[19] M.Haiman, Vanishing Theorems and Character Formulas for the Hilbert Scheme of Points in the Plane,
Inventiones Mathematicae 149 (2002), 371–407. MR1918676. 2

[20] A.Lascoux, Cyclic permutations on words, tableaux and harmonic polynomials, Proceedings of the
Hyderabad Conference on Algebraic Groups, 1989, Manoj Prakashan, Madras (1991), 323–347.
MR1131318.

[21] I.G. Macdonald, Symmetric functions and Hall polynomials, second ed., Oxford Mathematical
Monographs, The Clarendon Press Oxford University Press, New York, 1995, With contributions by A.
Zelevinsky, Oxford Science Publications. MR3443860. 21, 22

[22] A.Mellit, Homology of Torus Knots, (2107). See arXiv:1704.07630. 2
[23] A.Mellit, Toric Braids and (m,n)-Parking Functions, See arXiv:1604.07456. 2

25

http://arxiv.org/abs/1403.1845
http://www.ams.org/mathscinet-getitem?mr=3461934
http://arxiv.org/abs/1204.1760
http://www.ams.org/mathscinet-getitem?mr=3281144
http://arxiv.org/abs/1305.7286
http://www.ams.org/mathscinet-getitem?mr=3118962
http://arxiv.org/abs/1603.04476
http://www.ams.org/mathscinet-getitem?mr=3682396
http://arxiv.org/abs/1105.4358
http://www.ams.org/mathscinet-getitem?mr=3045143
http://www.ams.org/mathscinet-getitem?mr=1726826
http://www.ams.org/mathscinet-getitem?mr=1803316
http://arxiv.org/abs/arXiv:1105.3738
http://www.ams.org/mathscinet-getitem?mr=3029440
https://arxiv.org/abs/1807.03044
https://doi.org/10.4153/CMB-2010-066-7
http://www.ams.org/mathscinet-getitem?mr=2922373
https://arxiv.org/pdf/1906.02633.pdf
http://www.mat.univie.ac.at/~slc/
http://www.ams.org/mathscinet-getitem?mr=1399504
http://www.ams.org/mathscinet-getitem?mr=1394305
https://www.math.upenn.edu/~jhaglund/preprints/IMAfinal.pdf
http://www.ams.org/mathscinet-getitem?mr=3526424
https://doi.org/10.1090/tran/7096
http://arxiv.org/abs/1509.07058
http://www.ams.org/mathscinet-getitem?mr=2051783
http://www.ams.org/mathscinet-getitem?mr=1918676
http://www.ams.org/mathscinet-getitem?mr=1131318
http://www.ams.org/mathscinet-getitem?mr=3443860
http://arxiv.org/abs/arXiv:1704.07630
http://arxiv.org/abs/arXiv:1604.07456


[24] H.Morton, and P. Samuelson, The HOMFLYPT Skein Algebra of the Torus and the Elliptic Hall
Algebra, Duke Mathematical Journal, 166, no. 5 (2017), 801–854. See arXiv:1410.0859. MR3626565. 2

[25] A.Negut, The Shuffle Algebra Revisited, International Mathematics Research Notices, (2014) (22):
6242–6275. doi.org/10.1093/imrn/rnt156. See also: arXiv:1209.3349, (2012). MR3283004. 2

[26] D.Qiu, J.B.Remmel, E. Sergel, and G.Xin, On the Schur Positivity of ∆e2en, (2017).
See arXiv:1710.03340. 18

[27] G.C. Shephard and J.A.Todd, Finite Unitary Reflection Groups, Canadian Journal of Mathematics
6 (1954), 274–304. MR0059914. 2

[28] R.P. Stanley, Parking Functions and Noncrossing Partitions, The Electronic Journal of Combinatorics,
The Wilf Festschrift (Philadelphia, PA, 1996). The Electronic Journal of Combinatorics 4 (1997), no. 2,
Research Paper 20, 14 pages. MR1444167 7

[29] J. Stembridge, Multiplicity-Free Products of Schur Functions, Annals of Combinatorics (2001), 1–9.
MR1904379.

[30] N. Wallace, Explicit Formulas for Characters of the Module of Multivariate Diagonal Harmonics,
Séminaire Lotharingien de Combinatoire: Proceedings of the 31st Conference on Formal Power Series
and Algebraic Combinatorics (Ljubljana), Vol 82B, #71, 12pp. 14, 18

[31] A.Wilson, Torus Link Homology and the Nabla Operator, Journal of Combinatorial Theory, Series A
154 (2018), 129–144. See arXiv:1606.00764. MR3718063. 2

[32] M.Zabrocki, Vertex operators for standard bases of the symmetric functions, Journal of Algebraic
Combinatorics, 13 (2001), no. 1, 83–101. See arXiv:904084. MR1817706. 4

Département de Mathématiques, Lacim, UQAM.

Email address: bergeron.francois@uqam.ca

26

http://arxiv.org/abs/1410.0859
http://www.ams.org/mathscinet-getitem?mr=3626565
https://doi.org/10.1093/imrn/rnt156
http://arxiv.org/abs/1209.3349
http://www.ams.org/mathscinet-getitem?mr=3283004
https://arxiv.org/pdf/1710.03340
http://www.ams.org/mathscinet-getitem?mr=0059914
http://www.combinatorics.org/ojs/index.php/eljc/article/view/v4i2r20
http://www.ams.org/mathscinet-getitem?mr=1444167
http://www.ams.org/mathscinet-getitem?mr=1904379
http://arxiv.org/abs/1606.00764
http://www.ams.org/mathscinet-getitem?mr=3718063
https://arxiv.org/pdf/math/9904084.pdf
http://www.ams.org/mathscinet-getitem?mr=1817706
http://bergeron.math.uqam.ca
mailto:bergeron.francois@uqam.ca

	1. Introduction
	2. Explicit expressions
	2.1. Numerical Specializations
	2.2. Main results-conjectures
	2.3. A-reconstruction
	2.4. Hook-components reconstruction
	2.5. Partial reconstruction of other components
	2.6. An intriguing Catalan property

	3. Spaces of multivariate diagonal harmonic polynomials
	3.1. Diagonal harmonic polynomials

	4. Structure properties of f
	4.1. Length components
	4.2. Description of hook components in terms of C
	4.3. Conjectured formula for the hook part multiplicities in hook components
	4.4. Other components
	4.5. Reconstruction of the alternant character
	4.6. Alternants of E
	4.7. Asymptotics of coefficients

	5. Link to Delta operators, and the Delta-conjecture
	5.1. Skewing versus D-operators
	5.2. Inferred components of E

	6. The e-positivity phenomenon
	Acknowledgments
	Appendices
	Symmetric functions and plethysm
	Macdonald polynomials, and operators
	The D-conjecture
	The e-expansions of fmn.

	References

