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Abstract. A fundamental problem at the confluence of algebraic geometry and representation theory is to
describe the cohomology of line bundles on flag varieties over a field of characteristic p. When p = 0, the solution
is given by the celebrated Borel–Weil–Bott Theorem, while for p > 0 the problem is widely open. In this note
we describe a collection of open questions that arise from the study of particular cases of the general theory,
focusing on their combinatorial and commutative algebra aspects.

1. Introduction

Let k be an algebraically closed field of characteristic p, and consider the (complete) flag variety Fln
parametrizing flags of subspaces

V• : 0 ⊂ V1 ⊂ · · · ⊂ Vn−1 ⊂ kn, where dim(Vi) = i.

Flag varieties have a rich theory that overlaps many important areas in mathematics: algebraic geometry,
representation theory, algebraic group theory, singularity theory, combinatorics, commutative algebra etc.
This brief note is motivated by the following foundational question about flag varieties.

Problem 1.1. Describe the cohomology of line bundles on Fln.

In characteristic p = 0, the answer comes from the Borel–Weil–Bott theorem [35,9] (see also [23, Section II.5],
[38, Chapter 4], [8, Section 11.1]), but in positive characteristic the problem remains open, despite important
progress over the years. Perhaps a more modest goal, which remains equally elusive, is to determine which
cohomology groups are zero, and which ones are not.

Problem 1.2. Characterize the vanishing of cohomology of line bundles on Fln.

The best results concerning Problem 1.2 are Kempf’s Vanishing theorem [24, 25], and Andersen’s charac-
terization of the non-vanishing of H1 [6]. Essentially complete answers to Problems 1.1 and 1.2 are known for
n = 2 (when Fln = P1) and for n = 3 [22,16,27,21], but the problems remain open already when n = 4.

Problems 1.1 and 1.2 can be formulated within the broad context of generalized flag varieties G/B, where
G is a reductive algebraic group, and B is a Borel subgroup, and there is a wealth of important results in
this setting that we will not touch upon (see the influential book by Jantzen [23] and the recent survey by
Andersen [7]). The varieties Fln correspond to the case when G = GLn and B is the Borel subgroup of upper
triangular matrices.

Our own interest in Problems 1.1 and 1.2 comes from the many applications Borel–Weil–Bott theory has
had in describing homological invariants in commutative algebra: syzygies [26, 38], Ext modules [30], and
local cohomology [33, 32, 28] for determinantal varieties, syzygies of Segre varieties [29], vanishing results for
Koszul modules [4, 5] etc. The main obstacle to extending such results to positive characteristic comes from
the difficulty of computing cohomology in positive characteristic, as illustrated in what follows.
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2. Arithmetic complexes

Consider d ≥ 1 and a collection of non-negative integers w0, · · · , wd. Write [d] = {1, · · · , d} and think of [d]
as indexing edges, and of wi as weights on the vertices of the path graph

w0• 1 w1• 2 w2• • d wd•

Every subset J ⊆ [d] determines a decomposition of the path graph into disjoint intervals, and we define the
weight of an interval to be the sum of weights of the vertices it contains. The removal of an element j ∈ J
breaks up exactly one interval, say of weight w = w(J, j), into two intervals of weights w′ = w′(J, j) and
w′′ = w′′(J, j), with w′ + w′′ = w. We define the complex of k-vector spaces C• = C•(w0, · · · , wd), where

Ck =
⊕
|J |=k

k · eJ

and differentials ∂ : Ck −→ Ck−1 given by

∂(eJ) =
∑
j∈J

(−1)s(J,j)
(
w(J, j)

w′(J, j)

)
· eJ\{j}, (2.1)

where s(J, j) denotes the cardinality of the set {i ∈ [d] : i < j, i ̸∈ J}. For an example of a binomial coefficient
arising in (2.1), take J = {1, 2, 3}, j = 2:

J={1,2,3} J\{2}={1,3}

• 1 • 2 • 3 •
(w(J,2)

w′(J,2))=(
w0+w1+w2+w3

w0+w1
)
// • 1 • • 3 •

The complex C• for d = 3 is illustrated below in Figure 1. In the special case when w0 = w1 = w2 = w3 = 1,
we obtain

0 // k


4
6
4


// k3


−3 2 0
−3 0 3
0 −2 3


// k3

[
2 −2 2

]
// k // 0 (2.2)

which is exact if p = char(k) satisfies p = 0 or p ≥ 5, but has non-trivial homology when p = 2, 3. If we

make the convention that
(
0
0

)
= 1 and take w0 = · · · = wd = 0, then C• is essentially the complex computing

the reduced homology of a simplex, which is exact in all characteristics. If all the binomial coefficients
(
w
w′

)
appearing in the definition of C•(w0, · · · , wd) are non-zero in k (for instance if p = 0 or p > w0 + · · · + wd),
then it is also easy to see that the resulting complex is exact. In general however, the calculation of homology
and its dependence on k is an open problem.

Problem 2.1. Describe the homology of the complex C•(w0, · · · , wd) over a field of characteristic p.

To indicate the complexity of Problem 2.1, we discuss the answer in the case when w0 = · · · = wd = 1, which
is proved in [31]. To do so, we first introduce some notation. For a prime p > 0, we enumerate non-negative
integers ≡ 0, 1 (mod p) as 0, 1, p, p + 1, 2p, 2p + 1, · · · . If m is in the list above then we write |m|p for its
position, and call |m|p the p-index of m:

if m = pa+ b, with b ≡ 0, 1 (mod p) and 0 ≤ b < p, then |m|p = 2a+ b.

If p = 2 then |m|p = m, but when p = 3 for instance, we get the following values of the p-index:

m 0 1 2 3 4 5 6 7 8 9 10 11 · · ·
|m|p 0 1 2 3 4 5 6 7 · · ·
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w0 w1 w2 w3

(w0+w1+w2+w3
w0

)

||

(w0+w1+w2+w3
w0+w1

)

��

(w0+w1+w2+w3
w0+w1+w2

)

""

−(w1+w2+w3
w1

)

��

−(w1+w2+w3
w1+w2

)

""

(w0+w1
w0

)

||

−(w2+w3
w2

)

""

(w0+w1+w2
w0+w1

)

��

(w0+w1+w2
w0

)

||

(w2+w3
w2

)

""

−(w1+w2
w1

)

��

(w0+w1
w0

)

||

Figure 1. The complex C•(w0, w1, w2, w3)

For a tuple α = (α0, · · · , αk) of non-negative integers, with αi ≡ 0, 1 mod p, we write

|α|p =
k∑

i=0

|αi|p,

and we define

Ap,d =

{
α = (α0, · · · , αk) :

k∑
i=0

αi · pi = d, αi ≥ 0, αi ≡ 0, 1 (mod p)

}
.

We have for instance Ap,d = ∅ when d ̸≡ 0, 1 (mod p),

A2,4 = {(0, 0, 1), (0, 2), (2, 1), (4)}, A3,4 = {(1, 1), (4)}, and (2.3)

|(0, 0, 1)|2 = 1, |(0, 2)|2 = 2, |(2, 1)|2 = 3, |(4)|2 = 4, |(1, 1)|3 = 2, |(4)|3 = 3. (2.4)
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Theorem 2.2 ([31]). Let C• = C•(w0, · · · , wd), where w0 = · · · = wd = 1, and suppose that p = char(k) > 0.
The following equality holds in Z[t]:∑

i≥0

dimkHi(C•) · ti =
∑

α∈Ap,d+1

td+1−|α|p

We can then use (2.3), (2.4) and Theorem 2.2 to compute the homology of the complex C• in (2.2) when
p = 2, 3. We have d = 3 and therefore

∑
i≥0

dimkHi(C•) · ti =

{
1 + t+ t2 + t3 if p = 2,

t+ t2 if p = 3.
(2.5)

Since 4 ̸≡ 0, 1 (mod p) when p ≥ 5, it follows that C• is exact for such p.
It is difficult to imagine a general answer for arbitrary weights w0, · · · , wd, but one could hope for a recursive

description of the homology. This involves relating the homology of C•(w) for different weight sequences w.
An easy consequence of Lucas’ theorem shows for instance that

C•(w0 + pr, w1, · · · , wd) ≃ C•(w0, w1, · · · , wd) if pr > w1 + · · ·+ wd. (2.6)

One can also check that for each i there is a short exact sequence of complexes

0 −→ C•(w0, · · · , wi)⊗ C•(wi+1, · · · , wd) −→ C•(w)

−→ C•−1(w0, · · · , wi + wi+1, · · · , wd) −→ 0

We end this section with a more subtle, conjectural property of the complexes C•(w). If we consider the
ring of integer-valued polynomials

R =
⊕
n≥0

Z ·
(
x

n

)
⊂ Q[x], where

(
x

n

)
=
x(x− 1) · · · (x− n+ 1)

n!
,

then we can define C•(x,w1, · · · , wn) as a complex of free R-modules for all non-negative integers w1, · · · , wn ≥
0 (by choosing w′(J, ji) in (2.1) to be the weight of the interval not containing w0 = x, so that the resulting
binomial expression makes sense as a polynomial in x).

Conjecture 2.3. If we take w1 = · · · = wd = 1 then we have an isomorphism of complexes of R-modules

C•(x, 1, · · · , 1) ≃ C•(−x− 2d, 1, · · · , 1).

Notice that we can specialize x to an arbitrary integer and obtain a complex of Z-modules, and then base
change to any field k, thus obtaining complexes C•(w) over an arbitrary field, where w0 is allowed to be a
negative number! Combining Conjecture 2.3 with (2.6), one gets that in characteristic p > 0

C•(w0, 1, · · · , 1) ≃ C•(p
r − w0 − 2d, 1, · · · , 1) for pr > w0 + 2d,

which we can verify independently. We do not know if there is a way to generalize the construction of C•(w)
to allow multiple weights to be negative, but this could likely lead to more symmetries among the complexes
C•(w).
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3. Trivial group action and stabilization of cohomology

If we identify Fln = GLn /B where B is the Borel subgroup of upper triangular matrices, then we can
see that the GLn-equivariant line bundles on Fln form a free abelian group of rank n. Algebraically, they
are parametrized by one-dimensional representations of B (or equivalently, characters of the maximal torus).
Geometrically, they are obtained as follows (see also [8, Section 9.2]): we write Qi for the universal rank i
quotient sheaf on Fln, let Li = ker(Qi ↠ Qi−1) and define

OFln(λ) = Lλ1
1 ⊗ · · · ⊗ Lλn

n for λ ∈ Zn.

The tautological surjection
kn ⊗OFln ↠ Qn−1

induces an isomorphism on global sections, and we write xi for the global section corresponding to the i-th
standard unit vector in kn. We can then realize Fln−1 as the zero locus of the section xn ∈ H0(Fln,Qn−1),
and the inclusion Fln−1 ⊂ Fln is GLn−1-equivariant. Moreover, for λ ∈ Zn we have

OFln(λ)|Fln−1
= OFln−1(λ) where λ = (λ1, · · · , λn−1) ∈ Zn−1. (3.1)

Given a weight λ ∈ Zr we define

λ[n] = (λ1, · · · , λr, 0, · · · , 0) ∈ Zn for n ≥ r,

and consider the maps

ψj
n : Hj

(
Fln,OFln(λ

[n])
)
−→ Hj

(
Fln−1,OFln−1(λ

[n−1])
)
.

induced on cohomology by the inclusion Fln−1 ⊂ Fln and the identification (3.1).

Theorem 3.1 ([31]). Suppose that λ ∈ Zr satisfies |λ| = λ1 + · · ·+ λr ≤ 0.

(1) The action of GLn on Hj
(
Fln,OFln(λ

[n])
)
is trivial for n≫ 0.

(2) The map ψj
n is an isomorphism for n≫ 0.

(3) If |λ| < 0 then Hj
(
Fln,OFln(λ

[n])
)
= 0 for n≫ 0.

When char(k) = 0, the conclusions of Theorem 3.1 are easy applications of the Borel–Weil–Bott theorem,
but in characteristic p they are more subtle. Theorem 3.1 allows us to define for |λ| ≤ 0 the stable cohomology
groups

Hj
st(λ) = Hj

(
Fln,OFln(λ

[n])
)

for n≫ 0

and formulate the stable versions of Problems 1.1 and 1.2.

Problem 3.2. Compute the stable cohomology groups Hj
st(λ) over a field of characteristic p > 0, and/or

characterize their (non-)vanishing behavior.

The significance of Theorem 2.2 can now be explained by its relation to stable cohomology. We show in [31]
that

Hj
st(λ) = Hd+1−j(C•(w)) for λ = (−d− 1, d+ 1) ∈ Z2, w0 = · · · = wd = 1. (3.2)

In fact, we show more generally that if w0 > 0, w1 = · · · = wd, and if we let

λ = (−w0 − d, d+ 1, 1, · · · , 1) ∈ Z1+w0 (3.3)

then we have
Hj

st(λ) = Hd+w0−j(C•(w)).

It follows from (2.5) that for λ = (−4, 4) the only non-zero stable cohomology is

H1
st(λ) = H2

st(λ) = H3
st(λ) = H4

st(λ) = k when char(k) = 2, and
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H2
st(λ) = H3

st(λ) = k when char(k) = 3.

Perhaps one familiar example is obtained by taking d = 0 in (3.3), where the cohomology is independent on
the characteristic of k and is given by

Hw0
st (λ) = k for λ = (−w0, 1, · · · , 1) ∈ Zw0+1.

There are many natural questions that one can pose now, regarding the effective bounds for stabilization as
well as efficient algorithmic methods for computing the stable cohomology.

Question 3.3. Is it possible to construct arithmetic complexes such as the ones in Section 2, which compute

the stable cohomology Hj
st(λ) for all λ and all characteristics?

We note here that the homology of the complexes C•(w) for a general w does have an interpretation in
terms of sheaf cohomology, but it is the cohomology of certain higher rank vector bundles on projective space,
as explained in the next section.

4. Polynomial functors of the cotangent sheaf on projective space

If we let Pn−1 = P(kn) denote the (n − 1)-dimensional projective space, then there is a natural forgetful
map

π : Fln −→ Pn−1, π(V•) = V1,

and some of the cohomology groups from Section 3 can be realized as sheaf cohomology groups of vector bundles
on Pn−1, as follows. Recall that a partition µ = (µ1, µ2, · · · ) is a non-decreasing sequence µ1 ≥ µ2 ≥ · · · ≥ 0.
We write Ω for the cotangent sheaf on Pn−1, and write Sµ for the Schur functor associated to µ, noting that
SµΩ = 0 if µn > 0 since rank(Ω) = n − 1. If µn = 0 then one can check using the projection formula (see
[8, Theorem 9.8.5, and Section 9.3]) that

Hj
(
Pn−1, SµΩ(e)

)
= Hj (Fln,OFln(λ)) where λ = (e− |µ|, µ1, · · · , µn−1) ∈ Zn.

In the special case when e = 0 and µ = (d, 0, · · · ) we obtain

Hj
(
Pn−1, SymdΩ

)
= Hj (Fln,OFln(λ)) where λ = (−d, d, 0, · · · ),

whose (stable) cohomology can be computed based on (3.2) and Theorem 2.2.
In analogy with Theorem 3.1, we can prove a general stabilization result, as well as a statement regarding

the trivial GLn-action on cohomology.

Theorem 4.1 ([31]). Suppose that T is a polynomial functor of degree d.

(1) The action of GLn on Hj
(
Pn−1, T (Ω)

)
is trivial for all j < n− 1.

(2) If n− 1 ≥ d then the action of GLn on Hn−1
(
Pn−1, T (Ω)

)
is trivial.

(3) Hj
(
Pn−1, T (Ω)

)
is independent on n as long as n− 1 ≥ d.

It is easy to see that the condition n − 1 ≥ d is necessary: for instance if d = n = 2 and T = Sym2, then
Ω = ω is the canonical line bundle on P1 and

H1(P1, ω⊗2) = D2(k2)⊗
2∧
(k2)∨, (4.1)

where Dd denotes the d-th divided power functor.
In light of Theorem 4.1, we can talk about stable cohomology for T (Ω) and ask the analogues of Problem 3.2

and Question 3.3 in this context. In the case when T is a Schur functor, we propose the following periodicity
conjecture, which we can verify when l = 1 or µ2 ≤ 2.
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Conjecture 4.2. Consider a partition µ = (µ1, · · · , µl) with µl > 0, and write

µ[q] = (µ1, · · · , µl, 1, · · · , 1)

for the partition obtained from µ by appending q parts of size 1. If q = pr > |µ| − l and char(k) = p then

Hj(Pn−1, SµΩ) ≃ Hj+q(Pn−1, Sµ[q]Ω).

Schur functors can be associated not only to partitions, but also to skew shapes λ/µ [3, Section II.1], where
λ, µ are partitions with µi ≤ λi for all i. We picture a shape λ/µ by subtracting the Young diagram of µ from
that of λ, and say that λ/µ is a ribbon if it contains no 2 × 2 square. For instance if λ = (7, 4, 3, 3, 3) and
µ = (3, 2, 2, 2) then we get the ribbon skew-shape

which we can also record using the sequence of column sizes w = (1, 1, 4, 2, 1, 1, 1). Note that if w0 ≥ 1 and
w1 = · · · = wd = 1 then the corresponding skew-shape is a hook shape, and hence an actual partition. The
significance of the complexes C•(w) from Section 2 is that they compute the stable cohomology of Sλ/µΩ,
where λ/µ is the skew-shape corresponding to w. The statement of Conjecture 4.2 is then natural in light of
(2.6).

The relationship between the cohomology of Sλ/µΩ and the homology of C•(w) is based on the hypercoho-
mology spectral sequence associated with the resolution of Sλ/µ by tensor product of exterior power functors.
The question of resolving Schur functors by tensor products of exterior (or divided) powers has a long history,
that played a significant part in David Buchsbaum’s work [1, 2, 12, 13, 14, 11]. Akin and Buchsbaum proved
already in the 80s that such resolutions exist, but the quest to find an optimal one continues on: perhaps the
best general results are due to Santana and Yudin [34], but their constructions give resolutions that are much
longer than the global dimension of the relevant category of polynomial functors [36, Theorem 2].

Problem 4.3. Find the (an) optimal resolution of a Schur functor Sλ (or Sλ/µ) by tensor products of exterior
power functors.

The discussion above simplifies quite a bit if we consider Weyl functors Wµ instead of Schur functors – a
quick way to define them is by letting

Wµ(V ) = (Sµ(V ∨))∨

for a finite dimensional k-vector space V . If µ1 ≥ 2 and n > |µ| then one can show

Hj
(
Pn−1,WµΩ

)
= 0 for all j.

If µ1 = 1 and d = |µ| then we have WµΩ =
∧dΩ = Ωd is the sheaf of differential d-forms, in which case the

only non-vanishing cohomology is Hd
(
Pn−1,Ωd

)
= k. To make the question of computing cohomology more

interesting, one should then consider twists by a line bundle: we formulate the following general problem,
whose difficulty is likely comparable to that of Problems 1.1 and 1.2.

Problem 4.4. Given a polynomial functor T , describe (and characterize the vanishing behavior of) the
cohomology of T (Ω)⊗OPn−1(e) for all e ∈ Z.
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5. The incidence correspondence

Problem 4.4 is already open in the case when T = Dd is a divided power functor (the Weyl functor Wµ

for µ = (d, 0, · · · )). The vanishing behavior of the cohomology of DdΩ(e) is characterized in [21], but we do
not have a general description of the cohomology groups. To provide some geometric context, we consider the
variety X parametrizing partial flags

0 ⊂ V1 ⊂ Vn−1 ⊂ kn,

which in the case n = 3 agrees with Fl3. If we write P = Pn−1, and let P∨ denote the dual projective space,
we can reinterpret X as the incidence correspondence

X = {(p,H) : p ∈ H} ⊂ P×P∨,

which is a hypersurface cut out by the bilinear form

ω = x1y1 + · · ·+ xnyn. (5.1)

The line bundles on X arise by restriction from P×P∨, and we write

OX(a, b) = OP×P∨(a, b)|X for (a, b) ∈ Z2.

Along the first projection φ : X −→ P, we can identify X with the projective bundle PP(Ω) = Proj (Sym(Ω∨))
which after some manipulations yields

Hj
(
P,DdΩ⊗OP(e)

)
≃ Hj+n−2 (X,OX(e− d+ 1,−d− n+ 1))⊗

(
n∧
kn

)∨

,

where the last tensor factor is there to make the isomorphism GLn-equivariant. In terms of the forgetful map

ψ : Fln −→ X, ψ(V•) = (V1 ⊂ Vn−1) ,

we have that ψ∗ (OX(a, b)) = OFln(a, 0, · · · , 0,−b) and by the projection formula

Hj (X,OX(a, b)) = Hj (Fln,OFln(a, 0, · · · , 0,−b)) ,

showing that Problem 4.4 for T = Dd is just a special case of Problems 1.1, 1.2.
We find it more convenient to rephrase the cohomology calculations in terms of the tautological sheaf

R = Ω(1) (as in [21]), and note that we have

Hj
(
P,DdR⊗OP(e)

)
= Hj

(
P,DdΩ⊗OP(e+ d)

)
≃ Hj+n−2 (X,OX(e+ 1,−d− n+ 1))⊗

(
n∧
kn

)∨

.

For yet another equivalent interpretation of these cohomology groups, we let

R = k[x1, · · · , xn, y1, · · · , yn], (5.2)

and consider the (infinitely generated) local cohomology module

M = Hn
(y1,··· ,yn)(R).

We define a bi-grading on M by letting

Md,e =
⊕

ai,bj≥0
|a|=d, |b|=e

k · xb11 · · ·xbnn
y1+a1
1 · · · y1+an

n

.
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For ω as in (5.1), L = OX(e+ 1,−d− n+ 1), e ≥ −1, we have an exact sequence

0 −→ Hn−2 (X,L) −→Md,e
·ω−→Md−1,e+1 −→ Hn−1 (X,L) −→ 0

and Hj (X,L) = 0 for j ̸∈ {n− 2, n− 1} (when e ≤ −2 the cohomology can only be non-zero for j = 2n− 3,
and its dimension is the same in all characteristics). For a concrete example that illustrates the dependence
on characteristic, take n = 3, d = 2, e = 1 and consider the element

f =
x1

y1y22y
2
3

+
x2

y21y2y
2
3

+
x3

y21y
2
2y3

=
ω

y21y
2
2y

2
3

∈M2,1. (5.3)

We have that

f · ω =
ω2

y21y
2
2y

2
3

= 2 ·
(
x1x2y1y2 + x1x3y1y3 + x2x3y2y3

y21y
2
2y

2
3

)
which is zero if and only if char(k) = 2. In that case we have that H1 (X,L) = k · f is one dimensional.

As opposed to the examples in previous sections, the cohomology groups we consider here usually have a
non-trivial GLn-action, which should play a role in describing their structure. A first approximation of this
comes from the action of the maximal torus (k×)n of diagonal matrices. This is encoded by the notion of a
character, or equivalently by a Zn-grading: in the preceding paragraphs, the natural Zn-grading comes from
assigning deg(xi) = e⃗i (the i-th standard unit vector), and deg(yi) = −e⃗i. We review the notion of characters
next, followed by a discussion of some conjectural character formulas.

5.1. Characters. Representations of the algebraic torus (k×)n are equivalent to Zn-graded vector spaces
[8, Lemma 9.7.9], [23, Section 2.11], and for any such (finite dimensional) vector space W , its character is

[W ] :=
∑

(i1,··· ,in)∈Zn

dim(W(i1,··· ,in)) · t
i1
1 · · · tinn ∈ Z[t±1

1 , · · · , t±1
n ].

IfW is a GLn-representation, then [W ] is invariant under the action of the symmetric groupSn by permutations
of t1, · · · , tn. Examples include the complete symmetric polynomials hd and Schur polynomials s(a,b), defined
by

hd = [Symd(kn)] =
∑

i1+···+in=d
ij≥0

ti11 · · · tinn , s(a,b) = [S(a,b)(kn)] = ha · hb − ha+1 · hb−1.

Notice that although Symd(kn) and Dd(kn) are not isomorphic GLn-representations in general, they are
isomorphic as (k×)n-representations and therefore they have the same character. We have

Md,e ≃ Dd (kn)⊗ Syme (kn)⊗

(
n∧
kn

)
, [Md,e] = hd · he · (t1 · · · tn).

Since the element f in (5.3) has multidegree (2, 2, 2), we get for n = 3, char(k) = 2[
H1 (X,OX(2,−4))

]
= t21t

2
2t

2
3 and

[
H0
(
P,D2R(1)

)]
= t1t2t3.

For a non-polynomial example, if W is the representation in (4.1) then

[W ] = t21t
−1
2 + 1 + t−1

1 t22.

To describe further cohomology characters, it is useful to consider q-truncated complete symmetric poly-

nomials h
(q)
d and q-truncated Schur polynomials s

(q)
(a,b), defined by (see also [19], [37])

h
(q)
d =

∑
i1+···+in=d

0≤ij<q

ti11 · · · tinn , s
(q)
(a,b) = h(q)a · h(q)b − h

(q)
a+1 · h

(q)
b−1.
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as well as the q-Frobenius endomorphisms of the character ring

F q : Z[t±1
1 , · · · , t±1

n ] −→ Z[t±1
1 , · · · , t±1

n ], defined by ti 7→ tqi .

5.2. Weights close to the origin. It is a general phenomenon that the cohomology characters of OFln(λ)
behave well (as in characteristic zero) when λ is close to the origin, and get increasingly more complicated the
further away one gets from the origin. For the divided powers of R (or Ω) this translates into the fact that the
cohomology of DdR(e) in characteristic p is the same as that in characteristic zero when 0 ≤ d < p. Passing
to the next order of magnitude (p ≤ d < p2) we have the following conjectural description of the cohomology
characters (see [21] for the explanation of the reduction to the case e ≥ d− 1).

Conjecture 5.1. Suppose that tp ≤ d < (t+ 1)p, where 1 ≤ t < p. We have for all e ≥ d− 1[
H1
(
Pn−1, DdR(e)

)]
=

∑
1≤b≤a≤t
0≤j≤a−b

F p(s(a−b,j)) · s
(p)
(e+(b−j)p,d−ap).

When t = 1, Conjecture 5.1 simplifies to the assertion that[
H1
(
Pn−1,DdR(e)

)]
= s

(p)
(e+p,d−p), (5.4)

which is proved in [21, Theorem 1.6]. When n = 3, Conjecture 5.1 can be proved using [21, Theorem 1.7].
In general, we expect that a character formula for the cohomology of DdR(e) will rely in an essential way on
truncated Schur polynomials, and we formulate a precise statement when char(k) = 2 below.

5.3. Nim polynomials. In addition to truncated Schur polynomials, the other ingredient in the description
of cohomology characters when char(k) = 2 appears to come from the symmetric polynomials defining winning
positions in the game of Nim (see [10] for the basic theory), which we introduce next.

We write d = (dk · · · d0)2 for the 2-adic expansion of a non-negative integer d:

d =
k∑

i=0

di · 2i, with di ∈ {0, 1} for all i.

The Nim-sum (or bitwise xor) a ⊕ b is defined by performing addition modulo 2 to each of the digits in the
2-adic expansion of non-negative integers a, b:

a⊕ b = c if and only if ai + bi ≡ ci mod 2 for all i,

where ai, bi, ci denote the digits of a, b, c in the 2-adic expansion. We define the n-variate Nim symmetric
polynomials via

Nm =
∑

i1+···+in=2m
i1⊕i2⊕···⊕in=0

ti11 t
i2
2 · · · tinn .

We have for instance that N0 = 1 and

N1 =
∑

1≤i<j≤n

titj = s(1,1).

Conjecture 5.2. If char(k) = 2 and e ≥ d− 1 then[
H1
(
Pn−1, DdR(e)

)]
=

∑
(q,m)∈Λd

F 2q(Nm) · s(q)(e−(2m−1)q,d−(2m+1)q),

where Λd = {(q,m)|q = 2r for some r ≥ 1, m ≥ 0, and (2m+ 1)q ≤ d}.
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When d = 2, 3 we have Λd = {(2, 0)} and Conjecture 5.2 predicts[
H1
(
Pn−1, DdR(e)

)]
= s

(2)
(e+2,d−2)

which is a special case of (5.4). When d = 6 we have Λd = {(4, 0), (2, 0), (2, 1)} and the conjecture asserts[
H1
(
Pn−1, D6R(e)

)]
= s

(4)
(e+4,2) + s

(2)
(e+2,4) + F 4(N1) · s(2)(e−2,0) for e ≥ 5.

We have checked computationally that the dimensions of the corresponding representations (obtained by setting
t1 = · · · = tn = 1) agree for n ≤ 10.

Conjecture 5.2 appears in [20, Chapter 4] where it is proved for n = 3, 4, and it is also discussed in an
equivalent form for n = 3 in [21, Theorem 1.9]. Computational data suggest character formulas with a similar
flavor in other characteristics, but we do not know how to construct an appropriate replacement for the Nim
polynomials Nm in general.

6. Relation to determinantal ideals

Schur functors are intimately related to the study of determinantal rings and ideals, particularly through
the standard monomial theory for the ring R of polynomial functions on the space of m × n matrices [15],
[8, Chapter 3]. In characteristic zero it is now well-understood how to classify the ideals I ⊂ R which are
GLm×GLn-invariant (for the action by row and column operations on the matrix entries) as well as how
to compute basic homological invariants such as their Hilbert function. In characteristic p > 0, even the
case m = 1 of the classification problem (GLn-invariant ideals in k[x1, · · · , xn]) is non-trivial, and requires
understanding the submodule structure for the GLn-representations Sym

d(kn), which was worked out by Doty
[18].

In what follows we focus on the case of 2 × n matrices. We let R as in (5.2), and let I denote the ideal of
2× 2 minors of the generic matrix [

x1 x2 · · · xn
y1 y2 · · · yn

]
.

There is a bi-grading on R given by deg(xi) = (1, 0), deg(yj) = (0, 1) which makes the ideal I bihomogeneous.
The GLn-action (by column operations) makes R and I into GLn-representations, so we can analyze the
characters of their bigraded components. We have for a ≥ b

[
R(a,b)

]
=
[
Syma(kn)⊗ Symb(kn)

]
= sa · sb =

b∑
i=0

s(a+b−i,i),

where the last equality comes from Pieri’s rule. This identity at the level of characters can be explained using
the I-adic filtration on R: we have[

(Ii/Ii+1)(a,b)
]
= s(a+b−i,i) for i = 0, · · · , b, (6.1)

and (Ii/Ii+1)(a,b) = 0 for i > b. We can refine this further using tableaux combinatorics, focusing on the case
i = b for simplicity. We recall that a Young tableau

T =
u1 u2 · · · ub · · · ua
v1 v2 · · · vb

(6.2)

of shape (a, b) is semi-standard if

u1 ≤ u2 ≤ · · · ≤ ua, v1 ≤ v2 ≤ · · · ≤ vb, ui < vi for 1 ≤ i ≤ b.
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If we write Tabn(a, b) for the set of semi-standard tableaux of shape (a, b) with entries in {1, · · · , n}, and let

tT = tu1 · · · tua · tv1 · · · tvb for T as in (6.2),

then the Schur polynomial s(a,b) can be computed as

s(a,b) =
∑

T∈Tabn(a,b)

tT . (6.3)

This suggests the existence of a basis of (Ib)(a,b) = (Ib/Ib+1)(a,b) indexed by Tabn(a, b), and indeed one such
basis is constructed by letting

GT =

(
b∏

i=1

(xuiyvi − xviyui)

)
· xub+1

· · ·xua .

The linear independence of the polynomials GT follows for instance from the fact that the leading term of GT

with respect to the graded lexicographic order on R (where x1 > · · · > xn > y1 > · · · > yn) is given by

MT = xu1 · · ·xua · yv1 · · · yvb . (6.4)

If one wants the analogues of this classical theory modulo Frobenius, then it is natural to consider (when
char(k) = p > 0) the quotient ring

R = R/⟨xp1, · · · , x
p
n, y

p
1 , · · · , y

p
n⟩,

and the corresponding ideal I. The following analogue of (6.1) is already non-trivial.

Conjecture 6.1. If a− b ≥ p− 1 then[(
I
i
/I

i+1
)
(a,b)

]
= s

(p)
(a+b−i,i) for i = 0, · · · , b.

We don’t have a good explanation for the hypothesis a− b ≥ p−1 (see also Conjecture 6.4), but it is easy to
see by example that it is necessary: for instance when a = b = 1, i = 0, and p = 2, we have

[
(R/I)(1,1)

]
= h2

but s
(2)
(2,0) = h

(2)
2 is the second elementary symmetric polynomial.

As before, we can look for standard bases that match up with the (conjectural) character formulas. The
following appears to be the appropriate replacement of semi-standard tableaux.

Definition 6.2. We say that a tableau T is p-semi-standard if

(1) T is weakly increasing along rows and columns:

u1 ≤ · · · ≤ ua, v1 ≤ · · · ≤ vb, and ui ≤ vi for 1 ≤ i ≤ b.

(2) Any constant sequence within each row has length at most (p− 1):

ui < ui+p and vj < vj+p for all i, j.

(3) If uj = vj , consider the unique indices r ≥ j and s ≤ j so that

uj = · · · = ur < ur+1, vs−1 < vs = · · · = vj .

We have (r− j + 1) + (j − s+ 1) ≥ p, that is, the total number of entries equal to uj = vj to the right
of (and including) uj and to the left of (and including) vj is at least p.

We write Tab
(p)
n (a, b) for the set of p-semi-standard tableaux of shape (a, b) with entries in {1, · · · , n}.



QUESTIONS ABOUT COHOMOLOGY ON FLAG VARIETIES 13

Note that T is 2-semi-standard if and only if the transposed tableau to T is semi-standard in the usual
sense. When p = 3, it is not hard to check that

Tab(3)n (2, 1) = Tabn(2, 1)
⋃{

i i
i

|i = 1, · · · , n
}

(6.5)

One can show (without restrictions on a, b) the following analogue of (6.3):

s
(p)
(a,b) =

∑
T∈Tab

(p)
n (a,b)

tT ,

so (6.5) translates into the identity

s
(3)
(2,1) = s(2,1) +

n∑
i=1

t3i .

Note that truncated Schur polynomials may be larger then their classical analogues, which is perhaps coun-
terintuitive. It is also the case that for a general partition, a truncated Schur polynomial does not have to be

the character of a GLn-representation (but will be a virtual character). Conjecture 6.1 asserts then that s
(p)
(a,b)

is indeed a character whenever a− b ≥ p− 1, and predicts a specific GLn-representation realizing it. A natural
approach to Conjecture 6.1 in the case i = b (which is in fact the main case) comes from the following.

Conjecture 6.3. If a − b ≥ p − 1 then for every tableau T ∈ Tab
(p)
n (a, b), there exists an element HT ∈ I

b

whose leading monomial is MT .

If we write F p ⊂ Symp for the Frobenius power functor, and consider the truncated symmetric power
functors

Tp Sym
d(kn) = coker

(
F p(kn)⊗ Symd−p(kn) −→ Symd(kn)

)
then one can view the discussion above as an attempt to understand

R(a,b) = Tp Sym
a(kn)⊗ Tp Sym

b(kn),

the tensor product of two truncated powers. This is a representation of GLn (with character h
(p)
a ·h(p)b ) and as

such it has a filtration with composition factors given by simple modules L(λ) of highest weight λ, for certain
dominant weights λ.

Conjecture 6.4. If a − b ≥ p − 1 then every composition factor L(λ) of R(a,b) is p-restricted, that is,
λi − λi+1 ≤ p− 1 for all i.

The hypothesis a− b ≥ p− 1 is again necessary: if a = p− 1, b = 1 then R(a,b) = Symp−1(kn)⊗ kn surjects
onto Symp(kn) which contains F p(kn) as a submodule. Since F p(kn) = L(λ) for λ = (p, 0, · · · , 0), this is
not p-restricted. The question of understanding composition factors for tensor products of (any number of)
truncated symmetric powers was considered in [17], but the results there don’t seem to be enough to settle
Conjecture 6.4. There is of course no reason to restrict oneself to matrices with two rows, and we end with
the hope that one day there will be a standard monomial theory modulo Frobenius.
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