
Most important pattern in Pascal 's D
is Pascal 's identity :
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Note: Let 's you easily fill in Pascal! D !
If : Let's define a bijection

f:{k¥4173 → I ¥534
"

by FCA) = {
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This exactly corresponds to Pascal 's identity .

Rink : we have a similar identity
Sch , K) = S (n - I , K - i ) t k . S Ch-I

,
K)

for Stirling #
'

s of2nd wind, w/ a

very similar bijective proof. a



Math 4707 :
more Pascal 'striangle 2/3
- - and probability chis 3-15

of LPV

Reminder : e HW # 1 is due today !
-

Last class we introduced
,

Pascal 's triangle of ( E ) :
l l
l 2 I

I 3 3 I

I 4 6
.

4 I
'

.

and discussed various patterns in it , live symmetry,
the sumlatterhating sum of a row , and,most important,
Pascal 's identity ay

,

.

We will discuss

more patterns live this onthe worksheet for today .

But in today 's lecture , instead we're going to
talk about the large scale behaviorof Pascal's A,
and its connections to basic probability . The
material for today is mostly

"cultural"
,
i

. e. ,
I

will not assess you on it. However , it is still

Very interesting t important .



Q: What does the nth row of Pascal 's A

reughdy
"

took,
"

for big n?

To answer this
, helpful to draw a histogram :
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What do we see in these pictures ?

• symmetry CH = Hel ✓
• numbers get bigger towards the

middle

Indeed ,

1214¥) ⇒ un
.

chainman!



⇒ I <
HI
Kt I

⇐ K L "I ,

so for first half of k , have 1¥) c (Iti) V

• middle number is pretty big
Recall sum of (Yek 2

"

,
and there are null K 's

⇒ anger.aye (2)
= ¥, 2h

⇒ biggest (2) f- (⇒2¥, 2" ✓
(Infact

,
from Stirling's approx . n ! n En Fel!

can show (nm - En z
"

. )
• histogram looks likeit approaches a curve

In fact
,
letting n=2m for convenience, have

FEIHEY ee
- tTm

t
' Gaussian curve

'

AK.A' l NOVm a l cuV Ve
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AK . A - l Bell curve'



what does this mean?

Let 's draw the curve to see . -
-

•← max, nr

e: deviation
'

→ . I I''Io..-
an

0 IT 'Tm ofmax .

Note : picture is misleading since rK2m
'

Real picture
'
=

o
¥ym

It: values tie) drop off rapidly from middle

ALSO , most of area under curve is in middle:
,iii
-

o



Precise lemmas from boggle are :

Lemma For OE
t Im ,

-

e-Mom
-tell 7+1/122) I e-themet )

Lemmy For OE k En ,
and c: = ( 21/1 (Tn)

(
'f) t CTI t - - - t (II) s E . I?

→
total area under curve = Sumof

zmtb

vow of D

Eg. . 500
then ( 4981/(1%8)<0.01

Thus sum of 1st 447 (
' ) L o . 5% oftotal

sum

By symmetry , last 447
l
' I also L 0.5% total

so middle 107 terms accountfor > 99% of sum

of the 1006throw of Pascal 's D !

Pf of theselemmas : skipped . Based on (Ef ,
- -

+ manipulatingineaualities , taking logarithms ,
Stirling's approx. , etc.. KD



Why are we interested in these facts?
Ai Basic probability theory !

S = finite set=
"Semple space

"

EI
.

S = { I , 2,3 ,
4

, 5,63 =
out

YoTiengI die
S = { H ,

T } = flipping a coin

S= { H H
,

HT
,

TH
,
TT } = flipping tygng

An erect is any subset of S .

Eg - roll z 3 = { 3,4 , 5 ,
6 } E El ,2,3 , 4,5, 6 }

get open tfewaodsfips = { HT TH} E IH Hi HI TH , IT}

A probability distribution on S -- Es . .Sa , - - - , gig
is
a way of assigning nehheyat.de real numbers

pls,) , Pcszl , - . .

, Pan) S . t.fpcsilt.n-tpcsn.IT
-

Comment : uniform distribution p Cs =L to .

-
-

- -

(but can also allow a weighted die ,
etc .

.
. j



The probability of event A ES is ⇐AP Csi
)

.

If wehave uniform dish
,
this is /¥f

e't ' Pr ( roll 23 ) = #¥Ei¥?i÷
, as
= I

.

V

Independence : two events A
,
BE S are

independent if Pr CA n B ) = Pr Cat . PrCB) .

Roeghey , At B are unrelated .
. .

Do we see why uniform distr. oh {HH ,
HT

,
TH

,
TT}

=

"

flipping two independent fair coins "?
-

- -

Qi What is the probability ofgetting
exactly k heads when flipping n coins ?

A- HI = fraction of area under
"plical 's D

n

curve at position K



Let's see this in actionw/ Gatton beard . - .
-

E If we do 1000 coinflips
,
what

fraction of heads should we expect?

Thin (Law of Large numbers)
For any

t > 0
,

p, ( fraction of
heads in n coin flips) → 1

is between I- E and Et E

as n → co .

Ie.

,
in 1000 coin flips

,

should expect
Very close to 50% heads !

PSI Recall picture ofnth row of Pascal 's A :

one
All the mass is very close to middle

= 50% heads



A more precise result called the
central limit theorem says that

as n → P , histogram of

rn C 's YI - It → ¥ e-
""

res
cafe by rn to see 'fluctuations' from average

This just repeats what we sawearlier w/ Pascal 's D .

✓

.

so whet? Significance of LLNt CLT is
that they apply not just to coinflips ,
but any time

wetake average of independent

random variables (e.g- , dice rolling , error
of scientific measurement , etc.) They explain:
• why the scientific method works-
-

• why potty works ,
etc

.

and why (in '

fairytale land
' at least) the

Gaussian curve emerges as a universal limit

(e.g. , human height distributions , etc .
I

.



Now let's take a 5 min .

break
,

and when we come back we

can work on a worksheet on more

combinatorial patterns in Pascal 's D
in our breakout groups
(this worksheet is not really

related to LLNL CLT . . . )


