
Math 4990 : Trees
" 110

- Ch . 10

Reminders : o HWtf 4 is due today .

• Midterm#I posted , due in a week (11/17)
-

Last class we startedgraph theory .

We

considered various problems about walking
around on a graph . Central fo these problems
was the notion of connectivity .

We will study
connectivity in more detail today by investigating
minimally connected graphs , whichare called trees .

Them Let G be a graph . TFAE :

1) G is minimally connected si . e. , G is-- -

connected but the removal of any edge
would disconnect G .

2) G is connected and contains no cycles .



A-graph satisfying either of these equiv
.

conditions is called a tree . Some trees

on 6 vertices are :

O

-

ah v Y
Pf of them : connected .

-
Let G be a graph . We rieedloshow .

G has an edge we
can remove t stay connected

⇒ G has a cycle .

⇐I Suppose G has a cycle :
/ D are

Hey, 10 iciest
--1I

Then we can remove any edge of the cycle
without changing connectivity of graph .

⇐I suppose Ghas an edge e--Emv} we can remove
it stay connected : grey then there has to
be aether path from uto ✓ not using es
which forms a cycle with e . p



Feels like :
- if Ghas too few edges , it can't be connected

- if G has too manyedges , it will have a cycle

so trees are
"

goldilocks graphs
" that have

just the right # of edges .

In fact :
y

Thm
-

A tree with n vertices has n - l edges .

In order to prove this theorem, we need
a lemma . A leaf of a tree is a vertex of

degree =L .

↳

oorfEE@LemIaAnytne.edu22 vertices) has a leaf .

P Start at any vertex of our feet

and keep walking to new vertices

along edges we haven't used :
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I
,

→ . - - - → go
,

we don't

have a cycle , so
can never revisit a vertex .

Eventually weget stuck
: ata leaf . Ah



Reina: Can show that actually there must

be at least two leaves .

Pfhm : By iemma any thee on n vertices
can be obtained from athee on n-I vertices

by appending a leaf :coffee.ge?7otB (think about this

Thus
, the theorem follows by induction ,

withthe base case being treew/ I vertex and
Zero edges : •

In fact
,
can show :

thm Let Gbe a graph on n vertices .

Then any 2 of these implies the 3rd :

• G is connected .

° G has no cycles .

• G has n- l edges
, a



Why are these called
"thees" ? Arboreal

terminology makes most sensefor rooted
trees : a rooted thee is a treewhere

we've chosen aspecial root vertex , which

we draw at thetop ,
w/ other vertices

branching down from it :
← root

Ffs... I E
r# uhrooted

rooted thee free

The picture makes most sense

if we draw it upside- down :
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But traditional to draw it with root at top
and use family tree terminology :

parent
child ThiHild

Also descendant t ancestor
,
etc

.
This rooted

free perspective is very useful forstudying trees .
. .

£

Let G be a graph . A spanning thee of

G is a Swaby=ph
.

that's a tree containing

all the vertices of G .

Ey . G =

'

-42
4 3

S panning thees :
'

I
,

in
.

C
,

W
4 3



trop . G has a spanning tree

⇒ G is connected.

Tf G represents a map ,
then reasonable
-

to think it comes with an edge- weight
function w : E→ IR representing cost

or distance between vertices :

e

G .- 47¥77
6

Problem : Howto find a minimum cost spanning
The e of G? (think ofa telecommunications
or airlines network that wants to be connected!

Answer : Be greedy! Use Kruskal's algorithm .

. keep adding minimum cost edge we haven't
added

,
unless it creates acycle ! thenskip it . . . )



÷: : → in:*.-' 'E-
Them Kruskal 's algorithm works , i. e. , finds
themin. cost spanning tree.

Pt: See the book . . .

NITE ! Greedy algorithm does not work for
AIL problems (something special abt trees I .

E.g
; greedily choosing will not produce the

min . cost Hamilton . cycle:

it : → if ⇒E. → t.es * Z
6

Actually , this is the famous Travelling
Salesman Problem for which no good

algorithm is known (big problem in comp. sci .) .



A

How many trees on n vertices arethere
?

IT' n = I o

'
I

n = 2
'I I

n =3 End Imei Id 3

h= 4

I 6

h = s ? ? ?

Notice any pattern? .
-
-



Thin (Cayley 's formula) there aren
thees on n (labelled) vertices .
-

Very beautiful formula ! Many proofs :
• Generating functions (

'

Lagrange inversion
' )

°

Bijective proofs :
- Prater code

- A . Joyal 's proof4see
the book)

- J . Pitman's proof
• Linear algebra pf : Matrix -Tree Then

TheMatrix-TreeTheorem gives a formula for

# spanning trees of any graph G . Set :

Ao -- admin = ( ai ; ) w/ ai ; = {
' 'Tilia Ihh
0 otherwise

Lo . in not = (
d"
"÷!!, - Ao



TE TTIP an
=
remove last row

+ last cot . of LG

'

e -- 74" Ao. '
.

!
"¥

.

in

Them (Kirchoff 's MatrixTweet him)

# spanning trees (G) = det CLT
)

.

CI. det [I If = 2.3 -z - z - 2 = 8
.

PI See book .
.

-

To get Cayley 's formula from MI Ti-m
need to evaluate determinant of

ten --de at: is .-31



Now let's take a break . . .

and when we come back

we'll do some problems
about trees on the worksheet

in breakout groups
.


